Friedel oscillations at the surfaces of rhombohedral $N$-layer graphene
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The low-energy physics of rhombohedral $N$-layer graphene mainly arises on the external layers, where most of the $\pi$ electrons are located. Their Bloch band structure defines a two-band semimetal; the dispersion relation scales as $\pm q^N$ with the momentum norm $q$ in the vicinity of two non-equivalent valleys. In this paper, we address the problem of elastic scattering through a localized impurity located either on the surface of the material or within the bulk, and focus on the quantum interferences it induces on the two external layers. It is apprehended in the framework of a $T$-matrix approach, both numerically and analytically, regardless of the impurity magnitude, which enables the description of realistic scatterers. In rhombohedral multilayer graphene, the impurity induces Friedel oscillations that always decay as $1/r$. As a result, monolayer graphene is the only material of the rhombohedral class that exhibits $1/r^2$-decaying Friedel oscillations. The interference patterns are subsequently analyzed in momentum space. This analysis enables a clear distinction between monolayer graphene and multilayer graphene. It also shows that the interference pattern reveals the whole Bloch band structure, and highlights the number of layers stacked in the material, as well as the $\pi$-quantized Berry phases that characterize the existence of nodal points in the semimetallic spectrum. Experimentally, these features may be probed from scanning tunneling microscopy, when imaging the local density of states at the surfaces of suspended rhombohedral $N$-layer graphene.

INTRODUCTION

In the 1950s, Friedel addressed the problem of the response of conduction electrons to a localized charge in metals [1]. Whereas negative point charges would tend to exponentially screen a positively charged impurity over the Debye length, Friedel reported algebraically decaying oscillations in the charge density, due to a nesting wave vector given by twice the Fermi momentum $k_F$. These long-range modulations, referred to as Friedel oscillations, subsequently found a counterpart in terms of magnetic interactions [2]. Even in the case of non-interacting electrons, the elastic scattering through a localized impurity also yields Friedel oscillations in the local density of states (LDOS). For a two-dimensional non-relativistic electron gas, these $2k_F$-wave-vector oscillations were found to decay as $1/r$ with the distance to the impurity [4], which was observed at the Cu(111) surface by scanning tunneling microscopy (STM) [5]. This technique, earlier developed by Binnig and Rohrer [6], relies on the measurement of the tunneling differential conductance between a sharp tip and a metallic surface and, therefore, images the LDOS of the surface with atomic-scale resolution. Later, it was realized that the Fourier analysis of STM data could be useful too, as it provides information about the Fermi contours involved in the elastic scattering [7]. For the two-dimensional non-relativistic electron gas, the LDOS Fourier transform reveals a $2k_F$-radius ring. Since the scattering is elastic and the dispersion relation is parabolic, the scattering wave vectors are obtained by joining two states of the circular Fermi contour. Consequently, the $2k_F$-radius ring means that backscattering is the more efficient process. In this sense, STM can be thought of as a technique to probe the iso-energy contours of the dispersion relation in two-dimensional electronic systems.

Soon after the isolation of graphene [9], it was found out that STM could also provide features of the quasiparticles associated to the Fermi contours. Being a one-atom-thick layer of graphite, graphene is a two dimensional material and offers a natural playground for STM [10–14]. Its low-energy Bloch band-structure is based on a dispersion relation made of two non-equivalent Dirac cones and, thus, describes relativistic electrons [15]. A remarkable property for such fermions is that backscattering is totally suppressed. For example it implies that incoming electrons with a normal incidence tunnel as holes through a barrier potential with a transmission probability of 1. This phenomenon, known as Klein tunneling with reference to Klein’s paradox in relativistic quantum mechanics [15], plays of course an important role in issues such as localization and transport [17–23]. The suppression of backscattering in graphene is also responsible for the unconventional decay of the Friedel oscillations induced by a localized impurity in the LDOS [24–25]. Indeed, when the elastic scattering occurs within a single Dirac cone, these oscillations exhibit a $1/r^2$ decay with the distance to the impurity and their Fourier transform consists of a $2k_F$-radius disk [25]. The observation of this unconventional signature has demonstrated the ability of STM to probe the relativistic nature of Dirac electrons [26–27]. This is the reason why this feature has also been used in the context of three-dimensional topological insulators, in order to prove the presence of surface states which exist as Dirac fermions in these systems [28–29].

In this paper, we address the problem of elastic scattering through a localized impurity in rhombohedral $N$-layer graphene. Whereas the issue of the dc conductivity in the presence of such scatterers has been reported recently [30–31], we rather focus on the pattern of the quantum interferences induced in the LDOS, namely the Friedel oscillations and their Fourier transform. Similarly to monolayer graphene, the low-energy Bloch band structure of rhombohedral $N$-layer graphene reveals a two-band semimetal with two non-equivalent valleys [32–33]. The valence and conduction bands refer to electronic orbitals of two sublattices located on the external surfaces. As a result, their LDOS can be imaged by STM when suspending the material [34]. If a localized im-
purity is introduced on a given layer, then Friedel oscillations are induced on both outer surfaces. It turns out that, from a $T$-matrix approximation, these oscillations always exhibit a conventional $1/r$ decay. Therefore, monolayer graphene is the single one material of the rhombohedral class that shows $1/r^2$-decaying Friedel oscillations. Then, we show that the LDOS Fourier transform reveals the whole Bloch band structure, as well as the $\pi$-quantized Berry phases that characterize the nodal points in the semimetallic spectrum, which also highlights the number of layers stacked in the material.

The first section reminds the reader of the Bloch band structures of graphene and rhombohedral multilayer graphene. The Friedel oscillations induced in the LDOS by a localized impurity are discussed in the second section in the framework of a $T$-matrix approach. The third section is devoted to their Fourier analysis.

I. RHOMBOHEDRAL $N$-LAYER GRAPHENE

A. Some reminders about graphene

Graphene consists of a superposition of two triangular Bravais lattices. They are denoted A and B according to Fig. 1. Every atom A (respectively B) has three nearest neighbors B (respectively A), whose relative positions are given by the three unit vectors

$$
\mathbf{d}_1 = \left( \frac{\sqrt{3}}{2}, \frac{1}{2} \right), \quad \mathbf{d}_2 = \left( -\frac{\sqrt{3}}{2}, \frac{1}{2} \right), \quad \mathbf{d}_3 = (0, -1).
$$

(1)

The definitions above implicitly mean that the lattice constant $a_0 \approx 1.42$ Å has been chosen as the unit of length. The vectors that span the two triangular Bravais lattices are chosen to be

$$
\mathbf{a}_1 = \left( \frac{\sqrt{3}}{2}, \frac{3}{2} \right), \quad \mathbf{a}_2 = \left( -\frac{\sqrt{3}}{2}, \frac{3}{2} \right).
$$

(2)

The triangular geometry leads to hexagonal Brillouin zones in momentum space, whose basis vectors $\mathbf{b}_1$ and $\mathbf{b}_2$ are defined from the following scalar product

$$
\mathbf{a}_1 \cdot \mathbf{b}_j = 2\pi \delta_{ij}.
$$

(3)

Although the atoms A and B are not equivalent from the viewpoint of the lattice structure, both are carbon atoms. So each atom has a single free valence electron which refers to a $\pi$ electronic orbital. Within a spinless nearest-neighbor tight-binding approximation, the electronic Bloch band-structure of graphene relies on the following Hamiltonian matrix

$$
H(\mathbf{k}) = \begin{pmatrix}
0 & f(\mathbf{k}) \\
\overline{f}(\mathbf{k}) & 0
\end{pmatrix},
$$

(4)

where $h = 1$ and $f(\mathbf{k}) = t \sum_{j=1,3} e^{i\mathbf{k} \cdot \mathbf{d}_j}$ is a momentum space representation of intersublattice hopping processes for electrons with wave vector $\mathbf{k}$. The parameter $t$, which is about -3eV in graphene [35], denotes the hopping amplitude.

The low-energy physics of isotropic graphene arises at the corners of the Brillouin zones [15]. Each corner is defined in a unique way by

$$
\mathbf{K}_{mn} = \xi \frac{\mathbf{b}_1 - \mathbf{b}_2}{3} + mb_1 + nb_2,
$$

(5)

where $m$ and $n$ are integers and $\xi = \pm1$. Two corners which are labeled by opposite values of $\xi$ cannot be connected to one another by a linear combination of $\mathbf{b}_1$ and $\mathbf{b}_2$, and are said to be non-equivalent. In their neighborhood, it is found that

$$
f(\mathbf{K}_{mn} + \mathbf{q}) \approx -\xi v_F q e^{i\theta_{mn}(\mathbf{q})},
$$

(6)

where $q = |\mathbf{q}| \ll |\mathbf{K}_{00}|$. The Fermi velocity is $v_F = 3t/2$ and the phase is defined as

$$
\theta_{mn}(\mathbf{q}) = \mathbf{K}_{mn} \cdot \mathbf{d}_3 + \theta(\mathbf{q}),
$$

(7)

with $\theta(\mathbf{q}) = \xi \theta_q$ and $\theta_q$ the polar angle of the wave vector $\mathbf{q}$ with respect to the direction $\mathbf{a}_1 - \mathbf{a}_2$.

The dispersion relation, which is depicted in Fig. 1, relies on two non-equivalent Dirac cones

$$
e_\pm(\mathbf{K}_{mn} + \mathbf{q}) \approx \pm v_F q.
$$

(8)

It becomes degenerate right at the corners of the Brillouin zone. The presence of these nodal points at zero energy defines a semimetallic phase. Due to the energy landscape around the momenta $\mathbf{K}_{mm}$, their vicinity is also referred to as a valley. As far as we will be concerned thereafter, the co-cidence between these valleys and the corners of the Brillouin zones is not crucial. For example, anisotropies in the hopping parameters are likely to make the Dirac cones move away from the corners [36,37]. Then it may happen that, for a threshold value of the anisotropy, non-equivalent cones merge away from the corners [37].
non-equivalent cones always come in pairs at opposite momenta. This is a consequence of the time-reversal symmetry which implies $H(k) = H^*(-k)$ in the spinless description. Finally, note that, even if the two non-equivalent cones are related to one another by this symmetry, it is not sufficient to guarantee their existence. The latter turns out to be guaranteed if the crystal additionally has the inversion symmetry, i.e. $\sigma_z H(k) \sigma_z = H(-k)$, which prevents any mass term in the Hamiltonian matrix \([4]\). Under those two symmetries, the semimetallic phase is then protected \([39]\).

Regarding the massless Dirac electrons, they are described by the following Bloch eigenstates
\[
|\Psi_s(K^{\xi}_{mn} + q)| \approx \frac{1}{\sqrt{2}} \left( e^{i\xi q} e^{-iK^{\xi}_{mn} \cdot q} + e^{-i\xi q} e^{iK^{\xi}_{mn} \cdot q} \right), \tag{9}
\]
Their spinor structure is the one of a two-level system but, more interestingly, it is momentum dependent. This momentum dependence simply appears as a phase factor between the two sublattice components of the Bloch spinor and is based on the phase $\theta(q)$. Therefore, the low-energy band structure, which consists of the set of the dispersion relation and the Bloch eigenstates, is entirely characterized by $|q|$ and $\theta(q)$, namely the norm and the orientation of the wave vector $q$.

This plays an important role in issues such as elastic scattering. In graphene, it crucially relies on the absence of backscattering \([17,19]\). This peculiar feature of the massless Dirac electrons comes from the following relation
\[
\theta(-q) - \theta(q) = \xi \pi, \tag{10}
\]
which requires the incoming and backscattered electrons to have orthogonal wave functions and interfere destructively. In the framework of a Born approximation, the backscattering probability within the valley $K^{\xi}_{mn}$ is indeed proportional to
\[
|\langle \Psi_s(K^{\xi}_{mn} - q)|\Psi_s(K^{\xi}_{mn} + q)\rangle|^2 = 0, \tag{11}
\]
regardless of the momentum dependence of the potential \([40]\).

Note that this suppression of backscattering is based on a single Dirac cone description, which is sufficient when the scattering potentials are smooth enough compared to the atomic length-scale.

The case of localized scatterers turns out to be more informative about the band structure. Since they allow elastic scattering in the whole momentum space, the scattering can occur within a single valley, as well as between two distant and eventually non-equivalent valleys. The localized impurity induces long-range Friedel oscillations in the LDOS, which can be Fourier analyzed and compared to STM experiments \([41]\). In the case of monolayer graphene, both sublattices belong to the same surface, so that the Fourier transform of STM data involves the contributions of the two sublattices together.

For scattering processes which take place within a single valley, Eq. (10) is responsible for a reduction of the Friedel oscillations to a $1/r^2$ decay \([24]\), instead of their usual $1/r$ decay in a two dimensional non-relativistic electron gas \([4]\). This yields a clear signature (see central disk in Fig. 2) in momentum space \([23,42]\), which has been confirmed by STM experiments \([26,27]\).

It is important to note that the confirmation proved that STM can probe the relativistic nature of charge carriers.

For scattering processes which take place between two non-equivalent valleys, the momentum space signature depicts a ring with broken circular symmetry (see hexagon corners in Fig. 2), as reported in \([41]\) and \([42]\). In the last section, we shall show that, if one could measure the LDOS Fourier transform of the pristine sublattice independently of the one with impurity, then one would directly access the phase $\theta(q)$ of the Bloch spinors, additionally to the iso-energy contours. In other words, it would be possible to know the full Bloch band-structure from the localized impurity scattering at low energy. We will discuss this possibility in the case of rhombohedral multilayer graphene. In this semimetal, the low-energy physics only involves two sublattices which are located at the external layers. Thus their LDOS Fourier transforms could be imaged independently of one another from STM.

On top of that, the phase $\theta(q)$ is involved in another feature of the band structure, which is generally known as Berry phase \([43,45]\). This is a gauge-invariant geometrical phase picked up by wave functions along an adiabatic cycle. It has been discussed in various fields, such as polarization \([46,47]\), orbital magnetization \([48,49]\) and symmetry-protected topological order \([50,52]\), whose topological classification of gapped single-particle Hamiltonians relies on a quantized Berry phase \([53]\). The importance of the Berry phase in the semiclassical dynamics of Bloch electrons under electromagnetic fields has
been reviewed in [34]. This notion plays an important role in graphene [23]. Indeed, each nodal point supports a topological characterization which is given by a $\pi$-quantized Berry phase defined as follows

$$\gamma_\epsilon = i \oint_{C_{\epsilon}} dq \cdot (|\Psi_\epsilon(k + q)|^2 - |\Psi_\epsilon(k)|^2)$$

$$= \frac{1}{2} \oint_{C_{\epsilon}} dq \cdot \nabla_q \theta(q)$$

$$= \xi \pi,$$

where $C_{\epsilon}$ is a closed path enclosing once a nodal point in the valley $K_{\epsilon}$. Thus, non-equivalent valleys, which are related to one another by the time-reversal symmetry, have opposite Berry phases. This phase can be probed by applying a magnetic field perpendicularly to the material, which yields closed cyclotron orbits in momentum space. When they enclose a Dirac cone, they are associated to a non-vanishing Berry phase, which leads to a zero-energy Landau level [23,55,56]. This results in the half-integer plateaus of the Hall conductivity that have been measured in experiments of anomalous quantum Hall effect in graphene [57,58]. These observations have confirmed the presence of massless Dirac electrons at low energy. Besides, Eq. (12) implies that the integer $\gamma_\epsilon/\pi$ is nothing but the number of times that the phase $\theta(q)$ runs over the interval $[-\pi, +\pi]$, when $q$ encloses once the nodal point $K_{\epsilon}$ along the path $C_{\epsilon}$. So it is clear that if the localized impurity scattering is a mean to access $\theta(q)$, then it directly leads to the $\pi$-quantized Berry phase which characterizes the existence of Fermi points in the spectrum.

![FIG. 3. (Color online) Illustration of the momentum space mapping onto a one-dimensional chain made of N dimers. In this effective system, $f(k)$ and $t_\perp$ denote the nearest-neighbor hopping amplitudes.](image)

where the hopping amplitude $t_\perp$ only couples sublattices $B_n$ and $A_{n+1}$.

As already mentioned in [33], the case of rhombohedral stacking is rather special in the sense that its low-energy physics supports a two-band description. Indeed, the Hamiltonian matrix (13) effectively describes a one-dimensional chain made of $N$ dimers with two nearest-neighbor hopping amplitudes, namely $f(k)$ and $t_\perp$. This effective model is illustrated in Fig. 3. For such a system with sublattice symmetry, Shockley realized, a long time ago before the boom of topological insulators, that there may exist low-energy edge states within the bulk energy gap [59]. He found that the existence of the surface states, previously pointed out by Tamm [59], depends on the ratio of the two nearest-neighbor hopping parameters. In particular, a surface state does exist at each end of the system when $|f(k)| < |t_\perp|$. For the rhombohedral stacking that is considered here, Shockley’s criterion guarantees the localization of the electrons in the vicinity of sublattices $A_1$ and $B_N$. This is all the more true that the dispersion relation of each graphene layer vanishes, i.e. $|f(k)| \to 0$. In the limit $f(k) = 0$, there exist two zero-energy states that are strictly localized on sublattices $A_1$ and $B_N$. Not only does this suggest that the low-energy physics of the rhombohedral stacking reduces to a two-band model [33], but also the two sublattices involved in this model refer to the outer layers of the material. Crucially, this means that their LDOS could be imaged via STM experiments when suspending the material. For example, STM analyses of suspended monolayer and bilayer graphene have been reported in [34].

![FIG. 3.](image)

C. Low-energy band structure

The band structure of rhombohedral multilayer graphene, first studied in [32], can be obtained from the Hamiltonian matrix (13) by solving the following recursive system:

$$f(k) B_1 = E A_1$$

$$f^b(k) A_{n+1} + t_\perp A_n = E B_{n+1}$$

$$t_\perp B_{n-1} + f(k) B_n = E A_n$$

$$f^b(k) A_N = E B_N$$

where the hopping amplitude $t_\perp$ only couples sublattices $B_n$ and $A_{n+1}$.
where \( E \) denotes the eigenenergy, \( A_n \) (respectively \( B_n \)) refers to the electronic orbitals of the sublattice \( A_n \) (respectively \( B_n \)), and the index \( n \) runs from 2 up to \( N \). In the low-energy limit \( E \ll t_\perp \), the electronic properties only involve sublattices \( A_1 \) and \( B_N \), both located at the outer surfaces of the material. For more details, the reader may refer to Appendix A. The effective band structure is given by

\[
\mathcal{H}_N(k) = -t_\perp \begin{pmatrix} 0 & \left( \frac{f(k)}{t_\perp} \right)^N \right) \
& \left. \left( 1 - \frac{f(k)}{t_\perp} \right)^N \right) \
& \left. \begin{pmatrix} 0 & \left( \frac{f(k)}{t_\perp} \right)^N \right) \end{pmatrix} 
\end{pmatrix}
\]

and is illustrated in Fig. 4. The dispersion relation is simply given by

\[
E_{\pm}(k) \approx \pm t_\perp \left| \frac{f(k)}{t_\perp} \right|^N.
\]

So the condition \( E \ll t_\perp \) implies that the two-band description is effective around the corners of the Brillouin zone, where

\[
\mathcal{H}_N(K_{mn} + q) = t_\perp \begin{pmatrix} 0 & - \left( \frac{\xi}{t_\perp} q e^{i\phi} \right)^N \
& \left( \frac{\xi}{t_\perp} q e^{i\phi} \right)^N \end{pmatrix}
\]

and the dispersion relation behaves as

\[
E_{\pm}(K_{mn} + q) \approx \pm t_\perp \left| \frac{\xi}{t_\perp} q \right|^N.
\]

The valence and conduction bands touch each other right at the Brillouin-zone corners, so that the ABC stacking is semimetallic as well. Again, the stability of these nodal points at zero energy relies on the inversion and time-reversal symmetries [38]. As a consequence of these two symmetries, the Bloch eigenstates can be written as

\[
\Psi_{\pm}(K_{mn} + q) = \frac{1}{\sqrt{2}} \left( e^{iNq} d_\downarrow e^{-iN\phi} \right)
\]

where the momentum dependence is simply encoded into the phase \( \phi(q) \) and appears as a phase factor between the two sublattice components of the Bloch spinor, similarly to the case of graphene. The definition of the Berry phase given in Eq. (12) implies that each valley \( K_{mn} \) is characterized by a quantized geometrical phase of \( \xi N \pi \).

![FIG. 4. (Color online) Illustration of the momentum space mapping onto a monomer with renormalized hopping amplitude in the limit \( E \ll t_\perp \).](image)

**II. LOCALIZED IMPURITY SCATTERING**

**A. T-matrix approach**

When free electrons are described by a given Hamiltonian matrix \( H(k) \) in momentum space, their bare Green function \( G^{(0)} \) can be defined in the following way:

\[
G^{(0)}(k, \omega) = \left[ \omega I - H(k) \right]^{-1},
\]

where \( I \) is the identity matrix and \( \omega \) denotes the frequency. Then the electron scattering through a localized impurity, whose potential is simulated by \( V(r) \), can be apprehended in the framework of a \( T \)-matrix approach. The latter consists in a perturbative expansion of the Green function in all orders in the impurity scattering, as illustrated in Fig. 5. Because the impurity potential is localized, the infinite sum of diagrams turns out to be a geometric series and can be performed exactly. The momentum space expression of the \( T \)-matrix is

\[
T(\omega) = \left( 1 - V \int_{BZ} G^{(0)}(k, \omega) \right)^{-1} V.
\]

The integral runs over the whole Brillouin zone (BZ) and the \( T \)-matrix is momentum independent.

The perturbed Green function, which describes the system in the presence of the localized impurity, satisfies

\[
G(r_1, r_2, \omega) = G^{(0)}(r_1 - r_2, \omega) + G^{(0)}(r_1, \omega) T(\omega) G^{(0)}(-r_2, \omega).
\]

The imaginary part of its trace defines the local density of states (LDOS)

\[
\rho(r, \omega) = \frac{1}{\pi} \Im \left[ \text{Tr} \ G(r, \omega) \right],
\]

an observable quantity that reveals the pattern of the quantum interferences induced by the impurity. Its momentum space representation is given by

\[
\rho(k, \omega) = \frac{1}{2\pi} \text{Tr} \int_{BZ} d\mathbf{q} \left[ G(k + q, \omega) - G^*(q, k + q, \omega) \right].
\]

Importantly, note that the quantity we are interested in thereafter is not the LDOS itself, but rather the correction to the

![FIG. 5. Diagrammatic representation of the \( T \)-matrix approach.](image)
LDOS of the unperturbed system. It is defined from the correction to the bare Green function, namely

\[
\delta G(r_1, r_2, \omega) = G^{(0)}(r_1, \omega) \cdot T(\omega) \cdot G^{(0)}(-r_2, \omega),
\]

(27)
as

\[
\delta \rho(r, \omega) = -\frac{1}{\pi} \text{Im} \left[ \text{Tr} \delta G(r, \omega) \right].
\]

(28)

Nevertheless it is still referred to as LDOS along the subsequent lines.

For instance, suppose that a localized impurity is introduced on a given surface of rhombohedral multilayer graphene, say the one that is made of sublattices A1 and B1. In momentum space, it is simulated by the following \( N \times N \) matrix:

\[
V = \begin{pmatrix}
  v & 0 & \cdots & 0 \\
  0 & v & \cdots & 0 \\
  \vdots & \ddots & \ddots & \vdots \\
  0 & \cdots & 0 & v
\end{pmatrix},
\]

(29)

where the \( 2 \times 2 \) matrix \( v \) describes the impurity potential in the sublattice basis \( \{A_1, B_1\} \). Numerically, it is then sufficient to compute the LDOS accordingly to the \( T \)-matrix formalism described above, when substituting the Hamiltonian matrix \( [13] \) into Eq. (22). As an example, Fig. [6] illustrates the impurity-induced LDOS at the surfaces of ABC trilayer graphene, which still shows a threefold rotational symmetry. Note that it is convenient to add a small imaginary part to the quasiparticles they describe have a finite lifetime. This is achieved via the substitution \( G^{(0)}(k, \omega) \rightarrow G^{(0)}(k, \omega + i\delta) \), with \( \delta = 0.05 \) for the numerical results presented here. We also choose \( t_\perp = 0.3t \) as interlayer hopping amplitude.

Finally, note that the Fourier transform of the LDOS, which can be obtained numerically from Eq. (26), is not discussed for the moment. It will be the purpose of the last section.

### B. Low-energy description of the impurity problem

It turns out that one can also get more insight at low energy, which means when the energy of the system is small compared to the interlayer hopping amplitude \( t_\perp \). In this limit, the impurity problem can be tackled analytically and independently of the impurity magnitude, which can then simulate realistic localized scatterers. For example, this can describe adatoms deposited onto the surface, either on sublattice \( A_1 \) or on sublattice \( B_1 \). But it can also refer to a bulk impurity, i.e. an impurity located on an intermediate layer in between the two surfaces of the material. This may describe structural point defects like vacancies created by irradiation. Those three possible cases are discussed below.

#### 1. Localized impurity on sublattice \( A_1 \)

If the localized impurity is located on the sublattice \( A_1 \) and simulated by the potential \( V_0 \delta(r) \), then the matrix \( v \) in Eq. (29) has the following form

\[
v = \begin{pmatrix}
  V_0 & 0 \\
  0 & 0
\end{pmatrix}.
\]

(30)

The spectrum of \( H(k) + V \) is obtained from the following recursive system

\[
\begin{cases}
  V_0 A_1 + f(k) B_1 = E A_1 \\
  f^*(k) A_{n-1} + t_\perp A_n = E B_{n-1} \\
  t_\perp B_{n-1} + f(k) B_n = E A_n \\
  f^*(k) A_N = E B_N
\end{cases}
\]

(31)

where \( E \) denotes the eigenenergy, \( A_n \) (respectively \( B_n \)) refers to the electronic orbitals of sublattice \( A_n \) (respectively \( B_n \)), and \( n \) runs from 2 up to \( N \). Following the derivation given in Appendix A, one finds that, in the limit \( E \ll t_\perp \), the impurity problem still supports a two-band description given by

\[
\mathcal{H}_N(k) + \begin{pmatrix}
  V_0 & 0 \\
  0 & 0
\end{pmatrix},
\]

(32)

where \( \mathcal{H}_N(k) \) is the matrix already introduced in Eq. (19) and written in the sublattice basis \( \{A_1, B_N\} \).

Importantly, this effective two-band picture of the impurity problem only involves sublattices \( A_1 \) and \( B_N \), as illustrated in Fig. [7]. As they are both located at the outer surfaces of the material, they can be probed by STM. On top of that, the description holds regardless of the magnitude of \( V_0 \).
2. Localized impurity on sublattice $B_1$

If the localized impurity is located on sublattice $B_1$ and is still simulated by the potential $V_0\delta(r)$, then

$$v = \begin{pmatrix} 0 & 0 \\ 0 & V_0 \end{pmatrix}. \tag{33}$$

The spectrum of $H(k) + V$ is obtained from

$$\begin{align*}
&f(k)A_1 = E A_1 \\
&f^*(k)A_2 = E A_2 \\
&f(k)B_1 + f^*(k)B_2 = E A_2 \\
&t_\perp B_1 + f(k)B_2 = E A_2 \\
&t_\perp B_1 + f^*(k)B_2 = E A_2 \\
&f^*(k)B_1 + f(k)B_2 = E A_2 \\
&f^*(k)A_2 = E B_N
\end{align*} \tag{34}$$

where $E$ denotes the eigenenergy. $A_n$ (respectively $B_n$) refers to the electronic orbitals of sublattice $A_n$ (respectively $B_n$), and $n$ runs from 3 up to $N$. Following a similar prescription to the one given in the appendix [A], we find that the spectrum mainly relies on

$$\begin{align*}
&f(k)A_1 = E A_1 \\
&f^*(k)A_2 = E A_2 \\
&t_\perp B_1 + f(k)B_2 = E A_2 \\
&t_\perp B_1 + f^*(k)B_2 = E A_2 \\
&f^*(k)B_1 + f(k)B_2 = E A_2 \\
&f^*(k)A_2 = E B_N
\end{align*} \tag{35}$$

in the limit $E \ll t_\perp$. So the low-energy physics involves four bands that refer to sublattices $A_1$, $B_1$, $A_2$, and $B_N$, as illustrated in Fig. 7. In this sublattice basis, the impurity problem is finally described by

$$H(k) \approx \tilde{H}_N(k) + \begin{pmatrix} v & 0 \\ 0 & 0 \end{pmatrix}, \tag{36}$$

where

$$\tilde{H}_N(k) = t_\perp \begin{pmatrix} 0 & f(k)/t_\perp & 0 & 0 \\ f(k)/t_\perp & 0 & 1 & 0 \\ 0 & 1 & 0 & -(f(k)/t_\perp)^{N-1} \\ 0 & 0 & -(f(k)/t_\perp)^{N-1} & 0 \end{pmatrix}. \tag{37}$$

Again, $E \ll t_\perp$ is the single condition required for this four-band description and no assumption at all has been made about $V_0$ which can then simulate realistic localized scatters. Note also that the form of the $2 \times 2$ matrix $v$, which has been introduced in Eq. (34), could be more universal with four non-vanishing components. This would not affect the four-band description of the impurity problem given in Eq. (36).

3. Localized impurity in bulk

Let us now generalize the previous cases to a localized impurity located on sublattice $A_{N_0}$, simulated by $V_0\delta(r)$, which describes an impurity in the bulk of the material for $1 < N_0 < N$. Note that, choosing $B_{N_0}$ as the impurity sublattice would lead to equivalent results.

In the same way as for the two previous cases, one can show that the impurity problem is well characterized by

$$\begin{align*}
&-t_\perp \begin{pmatrix} f(k)/t_\perp & 0 \\ 0 & f(k)/t_\perp \end{pmatrix} B_{N_0-1} + V_0A_{N_0} = E A_{N_0} \\
&t_\perp B_{N_0-1} + V_0A_{N_0} - t_\perp \begin{pmatrix} f(k)/t_\perp & 0 \\ 0 & f(k)/t_\perp \end{pmatrix} B_{N_0-1} = E A_{N_0} \tag{38}
\end{align*}$$

in the limit $E \ll t_\perp$. So the low-energy physics relies on the following four-band Hamiltonian matrix:

$$\tilde{H}_N(k) = \begin{pmatrix} 0 & f(k)/t_\perp & 0 & 0 \\ f(k)/t_\perp & 0 & 1 & 0 \\ 0 & 1 & 0 & -(f(k)/t_\perp)^{N-1} \\ 0 & 0 & -(f(k)/t_\perp)^{N-1} & 0 \end{pmatrix}. \tag{39}$$

which is written in the sublattice basis [$A_1, B_{N_0-1}, A_{N_0}, B_N$].

C. Friedel oscillations in the LDOS

From the low-energy description introduced above, we can get the analytic expression of the Green functions at large distances, as well as the LDOS they lead to in the framework of the $T$-matrix approach. We choose $t_\perp$ and $v_F/\xi$ as new units of energy and length, respectively. So the variable $q$, which refers to the momentum, is dimensionless and so is its conjugate variable $r$ in real space.
1. Localized impurity on sublattice $A_1$

In the sublattice basis $[A_1, B_N]$, the bare Green function can be evaluated as

\[
G^{(0)}(K_{mn}^\xi + q, \omega) \approx \left[ \omega I - \mathcal{H}_N(K_{mn}^\xi + q) \right]^{-1}
\]

\[
\approx \frac{1}{\omega^2 - q^{2N}} \left\{ \omega - \left( \xi q e^{i\theta_m(q)} \right)^N \right\}.
\]

The diagonal components depend on the momentum only through the dispersion relation, whereas the off-diagonals additionally involve the phase $N\theta_m(q)$ which characterizes the momentum dependence of the Bloch spinors in the vicinity of the valley $K_{mn}$. The momentum space representation of the $T$-matrix is then given by

\[
T(\omega) = \left( \begin{array}{cc} t(\omega) & 0 \\ 0 & 0 \end{array} \right),
\]

where

\[
t(\omega) = \frac{V_0}{1 - V_0 \int_B G^{(0)}_{A_1}(k, \omega)}. \tag{41}
\]

The integral runs over the whole Brillouin zone (BZ) and the $T$-matrix is momentum independent.

The real space representation of the bare Green function is introduced as

\[
G^{(0)}(r, \omega) \approx \frac{1}{n_{BZ}} \sum_{m,n,\xi} e^{iK_{mn} r} \int_B \frac{d^2q}{(2\pi)^2} G^{(0)}(K_{mn}^\xi + q, \omega) e^{iqr}, \tag{42}
\]

where $n_{BZ}$ is the number of unit cells in momentum space. This factor will not be mentioned anymore in the Green-function expressions for more convenience, but one has to keep in mind that $\sum_{m,n} = 1$. From Eq. (27), it follows that the large-distance behaviors of $\delta G$ diagonal components satisfy

\[
\delta G_{A_1 A_1}(r, \omega) \approx G^{(0)}_{A_1 A_1}(r, \omega) t(\omega) G^{(0)}_{A_1 A_1}(-r, \omega)
\]

\[
\approx - \frac{t(\omega)}{4^2 N^2 \omega^2 - iN} \left( H_0(\omega^{\frac{i}{2}} r) \right)^2 \times \sum_{m,m',n,n'} e^{i\Delta K r}
\]

and

\[
\delta G_{B_N B_N}(r, \omega) \approx G^{(0)}_{B_N B_N}(r, \omega) t(\omega) G^{(0)}_{B_N B_N}(-r, \omega)
\]

\[
\approx - \frac{t(\omega)}{4^2 N^2 \omega^2 - iN} \left( H_N(\omega^{\frac{i}{2}} r) \right)^2 \times \sum_{m,m',n,n'} e^{i\Delta \theta(r)} \left( \xi \xi' e^{-i\Delta \theta(r)} \right)^N,
\]

where $\Delta K = K_{mn} - K_{mn}'$ and $\Delta \theta(r) = \theta_m - \theta_{m'}(r)$. The reader may refer to Appendix C for more details about the derivations of those expressions. The function $H_N$ denotes the $N$-th order Hankel function of the first kind. From the definitions \[6\] and \[7\], it turns out that $\Delta K$ and $\Delta \theta(r)$ depend on the four indices $m, m', n, n'$ only through their differences, namely $\delta m = m - m'$ and $\delta n = n - n'$. Then one can change variables in the discrete sums according to

\[
\sum_{m,n,\xi} \sum_{m',n',\xi'} \mapsto \sum_{\mu,\nu} \sum_{\delta m, \delta n, \delta \xi, \delta \xi' },
\]

where $\mu = m + m'$ and $\nu = n + n'$. The two sums over $\mu$ and $\nu$ are separable from the others and simply satisfy $\sum_{\mu,\nu} = 1$. Then, the scattering wave vector $\Delta K$ is entirely fixed by the set of the indices $\delta m, \delta n, \delta \xi, \delta \xi'$. The latter all take opposite integer values and, since $K_{m-n}^{-\epsilon} = -K_{mn}^{-\epsilon}$ and $\theta_{m-n}^{-\epsilon} = -\theta_{mn}^{-\epsilon}$, one can rewrite Eqs. (44) and (45) as follows

\[
\delta G_{A_1 A_1}(r, \omega) \approx - \frac{t(\omega)}{4^2 N^2 \omega^2 - iN} \left( H_0(\omega^{\frac{i}{2}} r) \right)^2 \times \sum_{\delta m, \delta n, \delta \xi, \delta \xi'} \cos (\Delta K \cdot r)
\]

and

\[
\delta G_{B_N B_N}(r, \omega) \approx - \frac{t(\omega)}{4^2 N^2 \omega^2 - iN} \left( H_N(\omega^{\frac{i}{2}} r) \right)^2 \times \sum_{\delta m, \delta n, \delta \xi, \delta \xi'} \left( \xi \xi' \right)^N \cos (\Delta K \cdot r - N\Delta \theta(r)).
\]

In the above sums, every single term refers to a unique scattering process, i.e. to a unique scattering wave vector $\Delta K$.

In the limit $\omega^\frac{i}{2} r \gg 1$, the LDOS associated to a given wave vector $\Delta K$ is

\[
\left\{ \begin{array}{l}
\delta \rho_{A_1}(r, \omega) \approx - \frac{1}{\pi} \Im \left[ i \frac{t(\omega)}{4^2 N^2 \omega^2 - \frac{1}{2} \pi} \frac{e^{2\omega^{\frac{i}{2}} r}}{r} \cos (\Delta K \cdot r) \left[ 1 - i \frac{1}{4} \frac{1}{\omega^{\frac{i}{2}} r} + \ldots \right] \right] \\
\delta \rho_{B_N}(r, \omega) \approx - \frac{1}{\pi} \Im \left[ i \frac{t(\omega)}{4^2 N^2 \omega^2 - \frac{1}{2} \pi} \frac{e^{2\omega^{\frac{i}{2}} r}}{r} \cos (\Delta K \cdot r - N\Delta \theta(r)) \left( \xi \xi' \right)^N \left[ 1 + i \left( N^2 - \frac{1}{4} \right) \frac{1}{\omega^{\frac{i}{2}} r} + \ldots \right] \right]
\end{array} \right.
\]

\[ \tag{49} \]
The asymptotic expansion of the Hankel functions is reminded in Appendix C. As a result, the localized impurity induces Friedel oscillations in the LDOS on the two opposite surfaces of the material. These long-range quantum interferences exhibit a conventional algebraic decay at large distances on both surfaces. Before evaluating these oscillations induced by an impurity located on sublattice B, we would like to point out the respective contributions of the dispersion relation and the Bloch eigenstates to these quantum interferences in the two-band description.

On the one hand, it turns out that only the dispersion relation is responsible for the algebraic decay of these oscillations. This can be seen explicitly for the sublattice A. For this sublattice indeed, the LDOS only involves the diagonal components of the bare Green function in Eq. (40) which, themselves, only depend on the dispersion relation introduced in Eq. (40). Although it is not as explicit for the sublattice B, one can check from Eq. (45) that this is also the dispersion relation that is responsible for the Hankel function $H_N$ which yields the $1/r$ decay in the LDOS. For example, a semi-Dirac dispersion relation, i.e. a dispersion that scales linearly with the momentum in one direction and quadratically in the orthogonal one, would lead to $1/\sqrt{r}$ decaying oscillations [60].

On the other hand, the phase $\theta^0(q)$, which characterizes the momentum dependence of the Bloch spinors, is not involved in the interferences on the sublattice of the impurity, namely $A$. In the two-band description of the impurity problem, this phase manifests itself solely through the LDOS of the pristine sublattice $B$ via

$$N\Delta \theta(r) = N\theta^0_{mn}(r) - N\theta^0_{mn}(-r) = NAK \cdot d_3 + N(\xi - \xi')\theta_r - N\xi'\pi,$$

(50)

where we have used the relation (10). For scattering processes that couple two equivalent valleys ($\xi = \xi'$), this is likely to yield a reduction of the long-range oscillations to a $1/r^2$ algebraic decay. It can be seen from Eq. (49) that, when

$$NAK \cdot d_3 = N(\delta m + \delta n)\frac{2\pi}{3} = 0 \{2\pi\},$$

(51)

the $1/r$ contributions of the LDOS of the two sublattices satisfy

$$\delta\rho_{B_1}(r, \omega) = (-1)^N \delta\rho_{A_1}(r, \omega).$$

(52)

The two LDOSs are in antiphase if there is an odd number of layers stacked in the material. Then the sum of the two contributions vanishes, and one has to consider the next leading order which is responsible for a $1/r^2$ decay in the LDOS. Nevertheless, summing the two contributions is not relevant experimentally, except if the two sublattices $A_1$ and $B_1$ belong to the same surface, which only happens in monolayer graphene ($N = 1$) [25,26].

2. Localized impurity on sublattice $B_1$

In the sublattice basis $[A_1, B_1, A_2, B_2]$, the bare Green function satisfies

$$G^{(0)}(K_{mn}^\xi + q, \omega) \approx [\omega I - iH_N(K_{mn}^\xi + q)]^{-1}$$

(53)

$$\approx \frac{1}{\omega - q^2^N} \begin{pmatrix}
... -\xi q e^{|\omega|q} (\omega^2 - q^2^{2N-1}) & ... \\
... \omega (\omega^2 - q^2^{2N-1}) & ... \\
... & ... \end{pmatrix}$$

(54)

in the vicinity of any valley $K_{mn}^\xi$. In the above expression, we have only mentioned explicitly the components that turn out to be useful when evaluating the LDOS at the outer surfaces of the material. The momentum space representation of the $T$-matrix is then given by

$$T(\omega) = \begin{pmatrix} 0 & 0 & 0 & 0 \\
0 & t(\omega) & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 \\
\end{pmatrix},$$

(55)

so that the $T$-matrix is momentum independent. From the real-space representation of the bare Green function defined in Eq. (43), it follows that

$$\delta G_{A_1A_1}(r, r, \omega) \approx G^{(0)}_{A_1A_1}(r, \omega) t(\omega) G^{(0)}_{A_1A_1}(-r, \omega)$$

(56)

$$\approx \frac{t(\omega)\omega^2}{4\pi^2} \left(iH_N(\omega \hat{r} r)\right)^2 \sum_{m,n,\xi,\mu',\xi'} e^{i\xi(\omega \hat{r} r)} e^{i\xi'(\omega \hat{r} r)},$$

$$\delta G_{B_1B_1}(r, r, \omega) \approx G^{(0)}_{B_1B_1}(r, \omega) t(\omega) G^{(0)}_{B_1B_1}(-r, \omega)$$

(57)

$$\approx -\frac{t(\omega)\omega^2}{4\pi^2} \left(H_N(\omega \hat{r} r)\right)^2 \sum_{m,n,\xi,\mu',\xi'} e^{i\xi(\omega \hat{r} r)} e^{i\xi'(\omega \hat{r} r)},$$

$$\delta G_{B_1B_1}(r, r, \omega) \approx G^{(0)}_{B_1B_1}(r, \omega) t(\omega) G^{(0)}_{B_1B_1}(-r, \omega)$$

(58)

$$\approx \omega^2 \left(H_N(-1, \omega \hat{r} r)\right)^2 \sum_{m,n,\xi,\mu',\xi'} e^{i\xi(\omega \hat{r} r)} e^{i\xi'(\omega \hat{r} r)}. $$

Details about the derivations of those expressions may be found in Appendix C.

Following the prescription already detailed in the case of a localized impurity on sublattice $A_1$, one finds that, for a given scattering wave vector $\Delta K$, the LDOS behaves as
at large distances. The localized impurity induces Friedel oscillations in the LDOS of the two external material surfaces. These quantum interferences exhibit a conventional algebraic decay on any of the three surface sublattices involved at low energy, namely $A_1$, $B_1$, and $B_N$.

From the experimental point of view, it is possible to image the LDOS of sublattices $A_1$ and $B_1$ together, as they belong to the same surface. For scattering processes that couple two equivalent valleys ($\xi = \xi'$), Eq. (59) shows that $\delta \rho_{A_1}$ and $\delta \rho_{B_1}$ are always in antiphase when the condition (51) is met, regardless of the number of layers. One could think that, a priori, the situation is similar to the one in graphene, and that the intravalley scattering ($\Delta K = 0$) reduces the Friedel oscillations to a $1/r^2$ power law. Nevertheless, this reduction does not arise since $\delta \rho_{A_1}$ and $\delta \rho_{B_1}$ have not the same dependence on the energy. Indeed, the $1/r$-decaying contributions lead to

$$
\delta \rho_{B_1}(\mathbf{r}, \omega) \approx -\frac{1}{\pi} \operatorname{Im} \left\{ i \frac{\tilde{t}(\omega)}{4^2 N^2 \frac{3}{3} \frac{1}{4} \frac{1}{2} \frac{1}{4} \omega^2 r} \left[ 1 - \frac{1}{4} \omega^2 r \right] \right\}
$$

The LDOS modulation induced on the impurity sublattice, namely $B_1$, is then negligible compared to the one of sublattice $A_1$ at low energy ($\omega \ll 1$).

3. Localized impurity in bulk

In the sublattice basis $\{A_1, B_{N-1}, A_{N-1}, B_N\}$, one can show in a similar manner as above that the low-energy bare Green function is well estimated by

$$
G^{(0)}(\mathbf{k}_{mn} + \mathbf{q}, \omega) \approx \frac{1}{\omega - q_{2N}}
$$

so that the $T$-matrix is momentum independent. If one follows the same procedure as the one used in the case of the previous four-band description that describes an impurity on sublattice $B_1$, one shows that the dominant oscillations are given by

$$
\delta \rho_{B_1}(\mathbf{r}, \omega) \approx -\frac{1}{\pi} \operatorname{Im} \left\{ i \frac{\tilde{t}(\omega)}{4^2 N^2 \frac{3}{3} \frac{1}{4} \frac{1}{2} \frac{1}{4} \omega^2 r} \left[ 1 - \frac{1}{4} \omega^2 r \right] \right\}
$$

for low energies ($\omega \ll 1$) and large distances. Once again, sublattices $A_1$ and $B_N$ belong to opposite surfaces in the case of rhombohedral multilayer graphene ($N \geq 2$), so that the two signals $\delta \rho_{A_1}$ and $\delta \rho_{B_1}$ should be observed independently from one another in STM, thus avoiding any reduction of the Friedel oscillations to a $1/r^2$ decay.
Besides, the expression (63) is actually general in the sense that it describes all the cases that we have distinguished so far. Indeed, when $N_0 = 1$ it describes an impurity on the surface sublattice $A_1$ and one gets the same expression as the one in Eq. (49). Moreover, $N_0 = N$ corresponds to an impurity on the surface sublattice $A_N$ and leads to the same expression as the one in [59] when exchanging $A_1$ and $B_N$. Therefore, Eq. (63) generically describes the low-energy Friedel oscillations induced by a single impurity in rhombohedral multilayer graphene.

4. Real space behavior of Friedel oscillations

Now, let us briefly rephrase the results obtained so far at low energy. A localized impurity, located either on the surface or in the bulk of rhombohedral multilayer graphene, essentially induces Friedel oscillations in the LDOS of the two opposite surfaces. Regardless of the layer on which the impurity is located and regardless of its potential magnitude, the induced long-range oscillations mainly involve one sublattice on each surface, where they have the same energy dependence and exhibit the same algebraic decay. As a consequence, the Friedel oscillations induced at the surfaces of rhombohedral multilayer graphene behave accordingly to Eq. (63). They always decay as $1/r$ with the distance to the impurity, and their reduction to a $1/r^2$ power law can only occur in monolayer graphene, where the two sublattices involved at low energy belong to the same surface.

III. FOURIER TRANSFORM ANALYSIS

A. Modulations induced on the impurity surface

The previous section has focused on the real-space description of Friedel oscillations. We now analyze the interference pattern in momentum space, and first discuss the interferences induced on the surface on which the impurity is located.

1. Localized impurity on sublattice $A_1$

The momentum space signature of the $1/r$-decaying Friedel oscillations is obtained from Eq. (63), where we disregard the momentum independent factor $\tilde{f}(\omega)/4^2N^{2\xi}(2\xi + 1)/\mathcal{N}$. It

![Momentum space pattern of the LDOS on the impurity surface for $N = 1, 2, 3$ and 4](image-url)
is given by
\[
\delta \rho_{A_1}(\Delta \mathbf{K} + \mathbf{q}, \omega) \approx -\frac{\Theta(q - 2q_F)}{\sqrt{q^2 - (2q_F)^2}},
\]
(64)
where \(\Theta\) denotes the Heaviside step function and \(q_F\) is the Fermi momentum defined from the nodal point at the center of every valley. It fixes the Fermi contours involved in the elastic scattering according to the low-energy dispersion relation, i.e. \(\omega \approx q_F^N\). The reader may refer to the case \(\nu = 0\) in Appendix [D] for more details about the derivation which arises from a first-order expansion in the limit \(q \to 2q_F\).

As a result, the Fourier transform of the 1/r-decaying Friedel oscillations is a real function of the momentum and outlines a \(2q_F\)-radius ring, regardless of the scattering wave vector \(\Delta \mathbf{K}\). Thus this signature reveals the circular symmetricality of the Fermi contours involved in the elastic scattering. This is in agreement with the numerical results of the first row in Fig. [8] and with the momentum space analysis realized in the case of monolayer graphene in [25].

Note that, for all the numerical results shown in this paper, the modulus of the Fermi momentum is fixed at \(q_F = 0.1a_0^{-1}\). This fixes the radius of the LDOS modulations independently of the value of \(N\). From the dispersion relation in Eq. (20), the energies are then given by \(\omega \approx 0.150\pi, 0.075\pi, 0.038\pi\) and 0.019\pi\ for \(N = 1, 2, 3\) and 4, respectively. Thus, the system mainly behaves accordingly to the low-energy descriptions discussed above.

2. Localized impurity on sublattice \(B_1\)

If the impurity lies on sublattice \(B_1\), then the Fourier transform of the 1/r-decaying Friedel oscillations is obtained from Eq. (59) when considering the case \(\nu = -1\) in Appendix [D]. This results in
\[
\delta \rho_{B_1}(\Delta \mathbf{K} + \mathbf{q}, \omega) \approx -\Theta(q - 2q_F)
\sqrt{q^2 - (2q_F)^2},
\]
(65)
where \(\Theta(q)\) is phase involved in the low-energy description of the Bloch spinors in Eq. (21). As already emphasized, it also characterizes the orientation of the scattering wave vector \(\mathbf{q}\).

The scattering between equivalent valleys \((\xi = \xi')\) yields a \(2q_F\)-radius ring in momentum space. The real part of the LDOS Fourier transform associated to intravalley scattering \((\Delta \mathbf{K} = 0)\) is opposite to the one induced by the impurity on sublattice \(A_1\) and described in Eq. (64). This is in agreement with the numerical results shown in the second row in Fig. [8].

The scattering between non-equivalent valleys \((\xi = -\xi')\) involves the phase \(2\Theta(q)\). It breaks the circular symmetry which is reduced to a twofold rotational symmetry, as illustrated in Fig. [8].

FIG. 9. (Color online) Polar representation of the LDOS Fourier transform induced by scattering between non-equivalent valleys on the surface where there is impurity. It is illustrated for the valleys that are related to one another by \(\delta m = 1, \delta n = -1\) and \(\xi = -\xi' = 1\). It corresponds to the spots located at the right-hand corner of the hexagons in Fig. [8]. The \(2q_F\)-radius circle is mentioned in white as a guide for the eyes. The first row refers to the impurity surface of monolayer graphene \((N = 1)\) and thus \(\delta \rho = \delta \rho_{A_1} + \delta \rho_{B_1}\). The second and third rows are both obtained for bilayer graphene when the impurity lies on the sublattice \(A_1\) and \(B_1\), respectively. In both cases, the LDOS modulations at the surface mainly involve sublattice \(A_1\) at low energy, so that only \(\delta \rho_{A_1}\) is mentioned.

3. General remarks

In monolayer graphene, the case of an impurity located on sublattice \(A_1\) is of course equivalent to the one of an impurity on sublattice \(B_1\), hence the two identical patterns in the first column in Fig. [8]. When imaging the surface, one takes the contributions of the two sublattices into account. The consequence is that the scattering wave vectors \(\Delta \mathbf{K}\) which connect two equivalent valleys and satisfy
\[
\Delta \mathbf{K} \cdot \mathbf{d}_3 = (\delta m + \delta n)\frac{2\pi}{3} = 0 \left[2\pi\right],
\]
(66)
are responsible for a reduction of the Friedel oscillations to a $1/r^2$ power law. This is the reason why intravalley scattering, which is characterized by $\delta m = \delta n = 0$, yields a $2q_F$-radius disk instead of a $2q_F$-radius ring \cite{23}. We insist that intravalley scattering is not the only one process to satisfy the criterion \cite{66} and to yield a $2q_F$-radius disk. Anyway, the Fourier analysis of intravalley scattering is sufficient to identify monolayer graphene in the class of rhombohedral $N$-layer graphene materials.

Actually, the scattering which takes place between non-equivalent valleys turns out to be even more informative. Its Fourier transform is shown for monolayer and bilayer graphene in the polar representation in Fig. \ref{fig:1}. In the case of monolayer graphene, the Fourier transform of the $1/r$-decaying Friedel oscillations is

$$
\delta \rho (\Delta \mathbf{K} + \mathbf{q}, \omega) = \delta \rho_{A_1}(\Delta \mathbf{K} + \mathbf{q}, \omega) + \delta \rho_{B_1}(\Delta \mathbf{K} + \mathbf{q}, \omega)
\approx - \frac{\Theta(q - 2q_F)}{\sqrt{q^2 - (2q_F)^2}} \left(1 + e^{-i\Delta \mathbf{K} \cdot \mathbf{d}_3} e^{-i2\delta'(\mathbf{q})}\right).
$$

The modulus vanishes twice along the $2q_F$-radius ring, so that there are two discontinuities in the argument. These behaviors are in agreement with the ones depicted in the first row in Fig. \ref{fig:2}. On the contrary, Eqs. \cite{64} and \cite{65} show that the modulus always outlines a full $2q_F$-radius ring in rhombohedral $N$-layer graphene when $N \geq 2$. Therefore, the scattering between non-equivalent valleys is also sufficient to distinguish monolayer graphene from rhombohedral multilayer graphene.

Finally, if the modulus of the LDOS Fourier transform associated to the scattering between non-equivalent valleys show that $N \geq 2$ by outlining a full $2q_F$-radius ring, then the argument reveals on which sublattice the impurity is located. From Eqs. \cite{64} and \cite{65}, the argument is fixed to $\pi$ [2$\pi$] if the impurity lies on sublattice $A_1$, whereas it is given by $2\theta'(\mathbf{q})$ if the impurity is on sublattice $B_1$. So if the impurity is on sublattice $B_1$, the argument of the LDOS Fourier transform winds twice when the wave vector $\mathbf{q}$ runs once along the $2q_F$-radius ring. This explains the two discontinuity lines that cross the $2q_F$-radius ring in the last plot in Fig. \ref{fig:2}.

B. Modulations induced on the pristine surface

The localized impurity which lies on a surface of rhombohedral multilayer graphene also induces Friedel oscillations on the opposite pristine surface at low energy. Their Fourier transform analysis is the purpose of the subsequent lines.

1. Localized impurity on sublattice $A_1$

If the impurity lies on sublattice $A_1$, the $1/r$-decaying Friedel oscillations induced at the opposite pristine surface are described by Eq. \cite{49} and have the following Fourier transform

$$
\delta \rho_{B_1}(\Delta \mathbf{K} + \mathbf{q}, \omega) \approx - \frac{\Theta(q - 2q_F)}{\sqrt{q^2 - (2q_F)^2}} \times (-\xi' q')^N e^{-iN\Delta \mathbf{K} \cdot \mathbf{d}_3} e^{-iN[\delta'(\mathbf{q}) - \theta'(\mathbf{q})]}.
$$
This expression is derived in Appendix D when considering \( v = N \). The scattering between equivalent valleys (\( \xi = -\xi' \)) is again responsible for a \( 2q_F \)-radius ring regardless of the number of layers. So the Fermi contours involved in this kind of scattering have a circular symmetry whatever the number of layers stacked in the material. Importantly, the scattering which takes place between non-equivalent valleys (\( \xi \neq -\xi' \)) is more instructive about the Bloch band structure at low energy. Zooms of the interference patterns it leads to are depicted in Fig. 11. It shows that the real part of the LDOS Fourier transform reduces the circular symmetry of the \( 2q_F \)-radius ring to a \( 2N \)-fold rotational symmetry, which immediately reveals how many layers are stacked in the material. It is of course more natural to present the LDOS Fourier transform in the polar representation, which is illustrated in Fig. 11. Once again, the modulus exhibits a \( 2q_F \)-radius ring due to the circular symmetry of the Fermi contours involved in the scattering. However, the argument is given by \( 2N \theta(q) \) and exactly maps twice the phase that encodes the momentum dependence of the Bloch spinors defined in Eq. (21). Conceptually, this means that one can image the whole Bloch band structure described by the two-band Hamiltonian matrix (19) at low energy.

Then one can access some features of the band structure such as the Berry phase which characterizes the nodal point in every valley. Indeed, the LDOS Fourier transform winds \( 2N \) times when the wave vector \( q \) runs once along the \( 2q_F \)-radius circle. So the Berry phase is simply given by \( \pi \) times half the number of discontinuity lines that connect the \( 2q_F \)-radius ring in the \([−π, +π]\) representation of Fig. 12. It is worth mentioning here that, more generally, the momentum dependent argument of the LDOS Fourier transform is given by the phase difference \( \theta(q) − \theta(q') \), as defined in Eq. (68). Then its variation along the \( 2q_F \)-radius ring actually leads to the Berry-phase difference between the two valleys \( K_\xi \) and \( K'_{\xi'} \) involved in the scattering. So the fact that the interference pattern leads to twice the Berry phase in the case of rhombohedral multilayer graphene is a consequence of the time-reversal symmetry which requires non-equivalent valleys to have opposite Berry phases.

![Figure 11](image1.png)

**FIG. 11.** (Color online) Polar representation of the LDOS Fourier transform induced by the scattering between non-equivalent valleys on the pristine surface. It is illustrated for the valleys that are related to one another by \( \delta m = 1, \delta n = -1 \) and \( \xi = -\xi' = -1 \). The \( 2q_F \)-radius circle is mentioned in white as a guide for the eyes. The first row refers to the impurity surface of monolayer graphene \( (N = 1) \) and thus \( \delta \rho = \delta \rho_{A_1} + \delta \rho_{B_1} \). The second and third rows are both obtained for bilayer graphene when the impurity lies on sublattices \( A_1 \) and \( B_1 \), respectively. In both cases the LDOS modulations on the pristine surface mainly involve sublattice \( B_N \) at low energy, so that only \( \delta \rho_{B_N} \) is mentioned.
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**FIG. 12.** (Color online) Argument of the LDOS Fourier transform due to scattering between non-equivalent valleys for \( N = 1 \) (top left-hand corner), \( N = 2 \) (top right-hand corner), \( N = 3 \) (bottom left-hand corner) and \( N = 4 \) (bottom right-hand corner). This multivalued function, obtained from the analytic expression (68), winds \( 2N \) times when the wave vector describes a closed path that encloses once the \( 2q_F \)-radius ring. This winding number leads to the Berry phase difference between the two non-equivalent valleys involved in the scattering.
2. Localized impurity on sublattice $B_1$

Finally, when the impurity lies on sublattice $B_1$, the 1/$r$-decaying Friedel oscillations induced at the opposite pristine surface are described by Eq. (59) and lead to the following Fourier transform

$$\delta \rho_{B_1}(\mathbf{K} + \mathbf{q}, \omega) \approx -\frac{\Theta(q - 2q_F)}{q^2 - (2q_F)^2} \left( -\xi^\prime \right)^{N_0 - 1} e^{-i(N_0 - 1)\mathbf{K} \cdot \mathbf{d}_1} e^{-i\xi(q_0 - q^\prime)}.$$ 

This expression is derived in Appendix [D] when considering $\nu = N - 1$. Again, a $2q_F$-radius ring is outlined by the modulus of the LDOS Fourier transform induced by scattering between equivalent valleys ($\xi = \xi^\prime$), as well as by scattering between non-equivalent valleys ($\xi = -\xi^\prime$). The argument of the LDOS Fourier transform that refers to scattering between non-equivalent valleys maps $2(N - 1)$ times the phase $\theta(q)$. This is illustrated in the third row in Fig. [11] in the case of bilayer graphene.

So the momentum-space interference pattern no longer distinctly leads to the phase of the Bloch spinors defined in Eq. (21) nor to the Berry phase, when the impurity lies on sublattice $B_1$. Nevertheless, the Fourier transform of the scattering between non-equivalent valleys maps twice the phase $\theta(q)$ on the surface where there is the impurity, and $2(N - 1)$ times the phase $\theta(q)$ on the opposite pristine surface. This means that the number of discontinuity lines in the argument of the LDOS Fourier transform again highlights the number of layers stacked in the material, if one can access the LDOS of both surfaces.

C. Generic momentum space behavior of Friedel oscillations

Finally, we present the generic momentum space behavior of Friedel oscillations described by Eq. (63), which means it also describes bulk impurities and not just surface impurities as discussed above. For more simplicity we again assume that the impurity is localized on sublattice $A_{N_0}$. When disregarding the factor $t(\omega)/4^2N^2\omega^2(1/2)^{N_0}/N_{1/2}$ in Eq. (63), the Fourier transform of the 1/$r$-decaying Friedel oscillations is given by

$$\delta \rho_{A_1}(\mathbf{K} + \mathbf{q}, \omega) \approx -\frac{\Theta(q - 2q_F)}{q^2 - (2q_F)^2} \left( -\xi^\prime \right)^{N_0 - 1} e^{-i(N_0 - 1)\mathbf{K} \cdot \mathbf{d}_1} e^{-i\xi(q_0 - q^\prime)}.$$ 

In the case of scattering between non-equivalent valleys ($\xi = -\xi^\prime$), the argument of the LDOS Fourier transform on the sublattice $A_1$ maps $2(N_0 - 1)$ times the phase $\theta(q)$, while it maps $2(N - N_0 + 1)$ times $-\theta(q)$ on the opposite sublattice $B_N$. As a result, $\text{Arg}[\delta \rho_{A_1}] - \text{Arg}[\delta \rho_{B_N}]$ maps twice the phase that encodes the momentum dependence of the Bloch spinors, namely $2N\theta(q)$. It follows that the Berry phase of the valley $\xi$ is given by

$$\frac{1}{4} \oint_{C_2} d\mathbf{q} \cdot \nabla_{\mathbf{q}}[\text{Arg} \delta \rho_{A_1} - \text{Arg} \delta \rho_{B_N}] = \xi N\pi,$$

where $C_2$ is a path that encloses once the $2q_F$ radius circle at the extremity of the scattering wave vector $\mathbf{K}$ that connects two non-equivalent valleys. This momentum space signature additionally provides the number of layers that are stacked in the material.

From Appendix [D] it can be remarked that, even though the modulus of the LDOS Fourier transform consists of the signature of the algebraic decay of Friedel oscillations, the momentum dependent argument appears as an overall factor in the Fourier signature obtained from Eq. (D1) and, therefore, does not depend on the peculiar algebraic decay involved. This means that the argument of the LDOS Fourier transform should be observable even when imaging the LDOS quite close to the impurity, where higher power laws are dominant.

CONCLUSION

The low-energy physics of rhombohedral $N$-layer graphene mainly takes place on the two external layers, where the electronic band structure defines a semimetal. In this paper, we have addressed the problem of elastic scattering through a localized impurity located either on the surface, or within the bulk. The scatterer induces Friedel oscillations that always decay as $1/r$ on both surfaces in multilayer graphene. This result depends neither on the layer of the impurity, nor on the magnitude of its potential. Therefore, monolayer graphene is the only material of the rhombohedral class that exhibits $1/r^2$-decaying long-range interferences.

The Friedel oscillations have then been analyzed in terms of their Fourier transforms. When imaging the surface on which the impurity is located, the momentum-space interference pattern enables us to clearly distinguish monolayer graphene from rhombohedral multilayer graphene. This distinction can be made from intravalley scattering, as well as from the scattering that takes place between non-equivalent valleys. The latter also reveals the sublattice of the impurity in the case of multilayer graphene.

More generally and regardless of the layer on which the impurity is located, the interferences induced on the two opposite surfaces by scattering between non-equivalent valleys
highlight the number of layers stacked in the material. We have shown that they also reveal the whole Bloch band structure of rhombohedral multilayer graphene at low energy, i.e. the Fermi contours as well as the momentum dependence of the Bloch spinors along them. Interestingly, this subsequently leads to the π-quantized Berry phases that characterize the electronic system.
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**Appendix B: Some integrals**

In this appendix, we evaluate some integrals that describe the algebraic decay of the bare Green functions at large distances.

\[
\int_0^{\pi} \int_{-\pi}^{\pi} \frac{d^2q}{(2\pi)^2} \frac{q^{2M}}{\omega^2 - q^{2N}} e^{iqr} = \int_0^{+\infty} \frac{dq}{2\pi} \frac{q^{2M+1}}{\omega^2 - q^{2N}} \int_1^{+\infty} \frac{du}{\sqrt{u^2 - 1}} = \frac{1}{2\pi^2} \int_1^{+\infty} \frac{du}{\sqrt{u^2 - 1}} \int dq \frac{q^{2M+1}}{\omega^2 - q^{2N}} \sin(qru). \tag{B1}
\]

\[
\int_0^{+\infty} \frac{dq}{\omega^2 - q^{2N}} = \frac{\pi}{\sqrt{\omega^2 - 1}} \int_0^{\pi} \sin(qru) \frac{du}{\sqrt{u^2 - 1}}. \]

The fraction that appears in the integral over the momentum has 2N simple poles, namely \(q_n = \omega \sqrt{\sin^2 \frac{\pi}{2N}}\), where the integer \(n\) runs from 0 up to \(2N - 1\). They are illustrated on Fig. 13 when \(N = 4\). Via its residues, this fraction can be decomposed into a sum of elementary fractions that have a first-order polynomial as denominator.
Finally, the integral introduced in Eq. (B1) is rewritten as
\[ \int dq \frac{q^{2M+1} \sin(qru)}{\omega^2 - q^{2N}} = \sum_{n=0}^{2N-1} \frac{1}{2Nq_n^{N-2M-1}} \int dq \frac{q \sin(qru)}{q_n - q} \] (B2)

Given that \( ru > 0 \), two cases have to be distinguished:

- \( \text{Im} \, q_n \neq 0 \): if \( \text{Im} \, q_n > 0 \), then the residue theorem implies that
  \[ \int dq \frac{q \sin(qru)}{q_n - q} = -\pi q_n \, e^{i q_n ru} \quad \text{(B3)} \]
  All these poles lead to terms that decay exponentially with the distance to the impurity. Here, we disregard such terms, since we are interested in the algebraic decay of the Friedel oscillations. Of course, the same conclusion holds for poles with negative imaginary parts.

- \( \text{Im} \, q_n = 0 \): whatever the number of layers is, there are always two opposite poles on the real axis, namely \( q_0 = \omega \hat{x} \) and \(-q_0\). The Cauchy principal value of the integral (B2) is obtained from the residue theorem
  \[
  \text{p. v.} \int dq \frac{q \sin(qru)}{q_0 - q} = \text{Im} \int dq \frac{q \, e^{i qru}}{q_0 - q} = -\pi q_0 \cos(q_0 ru) \quad \text{(B4)}
  \]
  while its kernel is expressed in terms of the Dirac \( \delta \) distribution
  \[
  -i \pi \langle \delta(q_0 - q)q \sin(qru) \rangle = -i \pi q_0 \sin(q_0 ru) \quad \text{(B5)}
  \]

When considering only the two real poles, the integral (B2) is estimated by
\[ \int dq \frac{q^{2M+1} \sin(qru)}{\omega^2 - q^{2N}} \approx -\frac{\pi}{Nq_0^{2(N-M-1)}} \, e^{i q_0 ru} \quad \text{(B6)} \]

Finally, the integral introduced in Eq. (B1) is rewritten as
\[ I_{M,N}^{(1)}(r, \omega) \approx -\frac{i}{4N\omega^{2(1-N/2)}} H_0(\omega \hat{r}) \quad \text{(B7)} \]
where \( H_0 \) is the zeroth-order Hankel function of the first kind.

2. Integral \( I_{M,N}^{(2)}(r, \omega) \)

At present, let us estimate the following integral:
\[
I_{M,N}^{(2)}(r, \omega) = -\int_{\mathbb{R}^2} d^2q \frac{q^{2M} \omega^2}{\omega^2 - q^{2N}} \left( q e^{i q \vec{r}} \right)^{\mathcal{I}} e^{i q \vec{r}}
\]
\[
= -\xi^4 \, e^{i L_0(\theta_r + \xi)} 2 \int_{0}^{\infty} dq \frac{q^{2M+1}}{2\pi \omega^2 - q^{2N}} q^{4} \, J_L(qr) \quad \text{(B8)}
\]
where \( \theta_q \) and \( \theta_r \) denote the polar angles of the momentum \( q \) and the coordinate vector \( r \), respectively. In the above equation, we have also used the fact that \( \xi = \pm 1 \), which implies that \( J_L(qr) = \xi L J_L(qr) \). Because Bessel functions satisfy the recurrence relation
\[
J_L(x) = (-1)^L x^L \left( \frac{1}{x} \frac{d}{dx} \right) J_0(x) \quad \text{(B9)}
\]
the integral \( I_{M,N}^{(2)} \) can be related to the spatial derivatives of \( I_{M,N}^{(1)} \). This results in
\[
I_{M,N}^{(2)}(r, \omega) = \frac{i \xi^4 \, e^{i L_0(\theta_r + \xi)}}{4N\omega^{2(1-N/2)}} \left( -1 \right)^L \left( \frac{1}{r} \frac{d}{dr} \right)^L H_0(\omega \hat{r} r) \quad \text{(B10)}
\]
But Hankel functions also satisfy the recurrence relation (B9), so the integral finally behaves as
\[
I_{M,N}^{(2)}(r, \omega) \approx \frac{i \omega \hat{r}^L \, e^{i L_0(\theta_r)}}{4N\omega^{2(1-N/2)}} \left( -1 \right)^L \left( \frac{1}{r} \frac{d}{dr} \right)^L H_L(\omega \hat{r} r) \quad \text{(B11)}
\]
where \( H_L \) is the \( L \)th order Hankel function of the first kind.

Appendix C: Bare Green functions at large distances

This appendix focuses on the expressions of the bare Green functions at large distances. Only some of their components are presented here, but they turn out to be sufficient in order to evaluate the LDOS at the surfaces of rhombohedral multilayer graphene. Their expressions are based on the integrals approximated in Appendix E.

1. Within the two-band description

When the impurity is localized sublattice \( A_1 \), the bare Green function is a \( 2 \times 2 \) matrix which can be written as
\[
G^{(0)}(K_{mn} + \mathbf{q}, \omega) \approx \frac{1}{\omega^2 - \mathbf{q}^{2N}} 
\times \left( \begin{array}{cc}
\omega & -\left( \xi e^{i \theta_{mn}} \mathbf{q} \right)^N \\
\left( \xi e^{i \theta_{mn}} \mathbf{q} \right)^N & \omega
\end{array} \right) \quad \text{(C1)}
\]
in the vicinity of any valley $\mathbf{K}_{mn}^\xi$. The real-space representation of the bare Green function is then obtained from

$$
G^{(0)}(\mathbf{r}, \omega) \approx \sum_{m,n,\xi} e^{i\mathbf{K}_{mn}^\xi \mathbf{r}} \int_{\mathbb{R}^3} \frac{d^2 q}{(2\pi)^2} G^{(0)}(\mathbf{K}_{mn}^\xi + \mathbf{q}, \omega) e^{i\mathbf{q} \cdot \mathbf{r}}.
$$

(C2)

At large distances, it is found that

$$
G^{(0)}_{A_1; A_1}(\mathbf{r}, \omega) \approx \sum_{m,n,\xi} e^{i\mathbf{K}_{mn}^\xi \mathbf{r}} \omega \, f_{0,N}^{(1)}(\mathbf{r}, \omega) \approx \frac{-i}{4N\omega^{1/2}} H_0(\omega^{1/2} r) \sum_{m,n,\xi} e^{i\mathbf{K}_{mn}^\xi \mathbf{r}},
$$

(C3)

and

$$
G^{(0)}_{B_1; B_1}(\mathbf{r}, \omega) \approx \sum_{m,n,\xi} e^{i\mathbf{K}_{mn}^\xi \mathbf{r}} \left( \xi e^{i\mathbf{K}_{mn}^\xi \mathbf{d}_1} \right)^N f_{0,N}^{(2)}(\mathbf{r}, \omega) \approx \frac{i}{4N\omega^{1/2}} i^N H_N(\omega^{1/2} r) \sum_{m,n,\xi} e^{i\mathbf{K}_{mn}^\xi \mathbf{r}} e^{iN\theta_{mn}(\mathbf{r})}.
$$

(C4)

The two other components can be obtained in a similar way.

2. Within the four-band description

When the impurity is localized on sublattice $B_1$, the bare Green function is a $4 \times 4$ matrix which can be written as

$$
G^{(0)}(\mathbf{K}_{mn}^\xi + \mathbf{q}, \omega) \approx \frac{1}{D(\mathbf{q}, \omega)}
$$

\[
\begin{pmatrix}
... & \xi q e^{i\mathbf{K}_{mn}^\xi \mathbf{d}_1} (\omega^2 - q^{2(N-1)}) & ... \\
... & -\omega (\omega^2 - q^{2(N-1)}) & ... \\
... & ... & ... \\
... & (\xi q e^{i\mathbf{K}_{mn}^\xi \mathbf{d}_1})^{N-1} & \omega & ... \\
\end{pmatrix}
\]

(C5)

in the vicinity of any valley $\mathbf{K}_{mn}^\xi$ and where

$$
D(\mathbf{q}, \omega) = \omega^4 - \omega^2 (1 - q^2 - q^{2(N-1)}) + q^{2N} \approx -\omega^2 + q^{2N}
$$

(C6)

since the energy we consider, given in units of $t_\perp$, satisfies $\omega \ll 1$. At large distances, it is found that

$$
G^{(0)}_{A_1; B_1}(\mathbf{r}, \omega) \approx \sum_{m,n,\xi} e^{i\mathbf{K}_{mn}^\xi \mathbf{r}} \xi e^{i\mathbf{K}_{mn}^\xi \mathbf{d}_1} \left( f_{1,N-1,N}^{(2)}(\mathbf{r}, \omega) - \omega^2 f_{1,0,N}^{(2)}(\mathbf{r}, \omega) \right)
$$

$$
\approx \sum_{m,n,\xi} e^{i\mathbf{K}_{mn}^\xi \mathbf{r}} \xi e^{i\mathbf{K}_{mn}^\xi \mathbf{d}_1} \left( \omega^{2(1-\xi^2)} - \omega^2 \right) f_{1,0,N}^{(2)}(\mathbf{r}, \omega)
$$

$$
\approx \frac{i\omega}{4N} iH_1(\omega^{1/2} r) \sum_{m,n,\xi} e^{i\mathbf{K}_{mn}^\xi \mathbf{r}} \xi e^{i\theta_{mn}(\mathbf{r})},
$$

(C7)

$$
G^{(0)}_{B_1; B_1}(\mathbf{r}, \omega) \approx \sum_{m,n,\xi} e^{i\mathbf{K}_{mn}^\xi \mathbf{r}} \omega \left( f_{1,N-1,N}^{(1)}(\mathbf{r}, \omega) - \omega^2 f_{0,N}^{(1)}(\mathbf{r}, \omega) \right)
$$

$$
\approx \sum_{m,n,\xi} e^{i\mathbf{K}_{mn}^\xi \mathbf{r}} \omega \left( \omega^{2(1-\xi^2)} - \omega^2 \right) f_{0,N}^{(1)}(\mathbf{r}, \omega)
$$

$$
\approx \frac{-i\omega}{4N} H_0(\omega^{1/2} r) \sum_{m,n,\xi} e^{i\mathbf{K}_{mn}^\xi \mathbf{r}},
$$

(C8)

and

$$
G^{(0)}_{B_1; A_1}(\mathbf{r}, \omega) \approx \sum_{m,n,\xi} e^{i\mathbf{K}_{mn}^\xi \mathbf{r}} \left( \xi e^{-i\mathbf{K}_{mn}^\xi \mathbf{d}_1} \right)^{N-1} f_{1,N-1,0,N}^{(1)}(\mathbf{r}, \omega)
$$

$$
\approx \frac{i\omega}{4N} i^{N-1} H_{N-1}(i^{1/2} r) \sum_{m,n,\xi} e^{i\mathbf{K}_{mn}^\xi \mathbf{r}} \left( \xi e^{-i\theta_{mn}(\mathbf{r})} \right)^{N-1}.
$$

(C9)

The real space representation of the components $G^{(0)}_{A_1; A_1}$ and $G^{(0)}_{B_1; B_1}$ can be obtained in a similar way given that

$$
G^{(0)}_{B_1; A_1}(\mathbf{K}_{mn}^\xi + \mathbf{q}, \omega) = \left( G^{(0)}_{A_1; B_1}(\mathbf{K}_{mn}^\xi + \mathbf{q}, \omega) \right)^*.
$$

$$
G^{(0)}_{B_1; B_1}(\mathbf{K}_{mn}^\xi + \mathbf{q}, \omega) = \left( G^{(0)}_{B_1; A_1}(\mathbf{K}_{mn}^\xi + \mathbf{q}, \omega) \right)^*.
$$

(C10)

As far as we are concerned, the other components are irrelevant, since they are not involved in the LDOS at the surfaces of the material.

3. Asymptotic behavior of Hankel functions

Here we just remind the reader of the asymptotic expansion of the $L$th order Hankel function. For $|z| \gg 1$, it can be approximated by

$$
\frac{e^{i(z-\frac{\pi}{2})}}{\sqrt{z}} \left[ 1 + i \left( \frac{L^2}{2} - \frac{1}{8} \frac{1}{z} + ... \right) \right] .
$$

(C11)

Appendix D: Fourier transform of Friedel oscillations

This appendix is devoted to the momentum space representation of the $1/r$-decaying Friedel oscillations. If we disregard the $r$-independent factors in the LDOS expressions given in Eqs. (19) and (59), then the Fourier transform of Friedel oscillations is generically obtained from
\[ \delta \rho(\mathbf{k}, \omega, \nu) = -\frac{1}{\pi} \left( -\xi \xi' \right)^{\nu} \int_{\mathbb{R}^3} \cos \left( \frac{2\omega \pi}{r} \right) \cos \left( \mathbf{A} \mathbf{k} \cdot \mathbf{r} - \nu \mathbf{A} \mathbf{K} \cdot \mathbf{d}_3 - \nu (\xi - \xi') \theta \right) e^{-i \mathbf{k} \cdot \mathbf{r}} \]

\[ \simeq -\frac{1}{2} \left( -\xi \xi' \right)^{\nu} e^{-i\nu \mathbf{A} \mathbf{K} \cdot \mathbf{d}_3} e^{-i\nu (\xi - \xi') \theta (\mathbf{k} - \mathbf{A} \mathbf{K})^{-2}} \lim_{\epsilon\to 0} \int_{0}^{+\infty} dr \left( e^{-i(2\omega \pi)} r + e^{-i(1 + 2\omega \pi)} r \right) J_{(\xi - \xi') \nu}(|\mathbf{k} - \mathbf{A} \mathbf{K}| r) \]

\[ \simeq -\frac{1}{2} \left( -\xi \xi' \right)^{\nu} e^{i\nu \mathbf{A} \mathbf{K} \cdot \mathbf{d}_3} e^{i\nu (\xi - \xi') \theta (\mathbf{k} + \mathbf{A} \mathbf{K})^{-2}} \lim_{\epsilon\to 0} \int_{0}^{+\infty} dr \left( e^{-i(2\omega \pi)} r + e^{-i(1 + 2\omega \pi)} r \right) J_{(\xi - \xi') \nu}(|\mathbf{k} + \mathbf{A} \mathbf{K}| r), \quad (D1) \]

where the integrals have been regularized by \( \epsilon > 0 \), so that they define Laplace transforms of Bessel functions. By definition, the Bessel function \( J_\nu \) is a solution of the following non-linear differential equation:

\[ r^2 J_\nu''(r) + r J_\nu'(r) + (r^2 - \nu^2) J_\nu(r) = 0. \quad (D2) \]

Then \( L_n \), which denotes the Laplace transform of \( J_\nu \), satisfies

\[ (1 + p^2) L_\nu''(p) + 3p L_\nu'(p) + (1 - \nu^2) L_\nu(p) = 0. \quad (D3) \]

It is possible to make this differential equation linear by the means of the following substitutions

\[ p = \sinh(s), \quad L = \frac{1}{\cosh(s)} L_n(s). \quad (D4) \]

This leads to

\[ L_n'(s) - n^2 L_n(s) = 0. \quad (D5) \]

Changing variables according to

\[ s = \ln \left( \sqrt{1 + p^2} + p \right) \quad (D6) \]

in the solutions of Eq. (D5) gives the Laplace transform of \( J_n \), namely

\[ L_n(p) = A_n \frac{\left( \sqrt{1 + p^2} + p \right)^n}{\sqrt{1 + p^2}} + B_n \frac{\left( \sqrt{1 + p^2} + p \right)^{-n}}{\sqrt{1 + p^2}}. \quad (D7) \]

On the one hand, the condition

\[ \lim_{p\to+\infty} p L_n(p) = J_n(0^+) \quad (D8) \]

implies that \( A_n = 0 \). On the other hand, the asymptotic behaviors of a function and its Laplace transform are given by the series expansions

\[ J_n(x \to 0^+) = \sum_k a_k x^k \]

\[ L_n(p \to +\infty) = \sum_k \frac{a_k}{p^{n+1}}, \quad (D9) \]

with the same coefficient \( a_k \). Since

\[ J_n(x \to 0^+) \sim \frac{x^n}{n! 2^n} \]

\[ L_n(p \to +\infty) \sim \frac{B_n}{2^n p^{n+1}}, \quad (D10) \]

the last constant is \( B_n = 1 \) and finally

\[ L_n(p) = \frac{\left( \sqrt{1 + p^2} + p \right)^{-n}}{\sqrt{1 + p^2}}. \quad (D11) \]

This leads to the explicit expression of the LDOS introduced in Eq. (D1), when considering the limit \( \epsilon \to 0 \)

\[ \delta \rho(\mathbf{k}, \omega, \nu) \approx -\left( -\xi \xi' \right)^{\nu} \frac{e^{-i\nu \mathbf{A} \mathbf{K} \cdot \mathbf{d}_3} e^{-i\nu (\xi - \xi') \theta (\mathbf{k} - \mathbf{A} \mathbf{K})^{-2}}}{\sqrt{|\mathbf{k} - \mathbf{A} \mathbf{K}|^2 - (2\omega \pi)^2}} \cos \left( (\xi - \xi') \nu \varphi_{\mathbf{k} - \mathbf{A} \mathbf{K}} \right) \Theta(|\mathbf{k} - \mathbf{A} \mathbf{K}| - 2\omega \pi) \]

\[ -\left( -\xi \xi' \right)^{\nu} \frac{e^{i\nu \mathbf{A} \mathbf{K} \cdot \mathbf{d}_3} e^{i\nu (\xi - \xi') \theta (\mathbf{k} + \mathbf{A} \mathbf{K})^{-2}}}{\sqrt{|\mathbf{k} + \mathbf{A} \mathbf{K}|^2 - (2\omega \pi)^2}} \cos \left( (\xi - \xi') \nu \varphi_{\mathbf{k} + \mathbf{A} \mathbf{K}} \right) \Theta(|\mathbf{k} + \mathbf{A} \mathbf{K}| - 2\omega \pi) \quad (D12) \]

where \( \Theta \) is the Heaviside step function and

\[ \varphi_k = \text{Arg} \left[ \sqrt{k^2 - (2\omega \pi)^2 + i2\omega \pi} \right]. \quad (D13) \]

In the vicinity of each valley, the energy scales as \( \omega \pi \sim q_F \), with \( q_F \) the Fermi momentum. And any scattering process can
be associated to the wave vector \( k = \Delta K + q \) where \( q \ll K_{\|}^* \).

Then a first-order expansion in the limit \( q \to 2q_F \) leads to

\[
\delta \rho(\Delta K + q, \omega, \nu) \approx -\frac{\Theta(q - 2q_F)}{\sqrt{q^2 - (2q_F)^2}}
\times (-\xi q^\nu e^{-i\nu F q} e^{-i\nu(q - q')}(q)) ,
\]

where it has been used that

\[
\lim_{q \to 2q_F} \varphi_q = \frac{\pi}{2} .
\]

---
