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Abstract:
In the operator algebraic formulation of probability theory Markov processes typically appear as perturbations of Bernoulli processes. We develop a scattering theory for this situation. This theory applies to the isomorphism problem between Markov processes and Bernoulli shifts as well as to the description of open quantum systems.
Introduction.

The need to extend classical probability theory in order to include quantum mechanical phenomena has led to an operator algebraic formulation of probability theory ([AFL], [Par], [Mey], [Küm1,3], [KümMa], [Bia]). Here stationary stochastic processes appear as groups of automorphisms of von Neumann algebras with faithful normal states. It has turned out that stationary Markov processes are typically perturbations of Bernoulli processes (Cf. the ‘quantum Feynman-Kac formula’ of [Acc] or the ‘coupling representation’, of [Küm2,3,4], [KümMa]). It is therefore natural to compare the Markov evolution and the Bernoulli shift, i.e., to develop a scattering theory in the spirit of [LPh]. The aim of the present paper is to start such an investigation. We find manageable criteria for scattering operators to exist. They lead to embeddings of Markov processes into Bernoulli shifts, in good cases to conjugacy, as studied in [KeS] and [FrO]. These embeddings can be viewed as algebraic versions of moving average representations. On the physical side this scattering theory generalises the so-called ‘input-output formalism’ of quantum optics ([WaM]), and makes it possible to describe in stochastic terms, for example, the ‘dynamical Stark effect’ in two-level atoms ([RoM]).

This paper is organised as follows. Sections 1 and 2 give the necessary background. Sections 3 and 4 develop criteria for the existence of scattering operators. They are applied to various situations in Sections 5, 6 and 7.

§1. Probability spaces and stochastic processes.

By a non-commutative probability space we shall mean a pair \((\mathcal{A}, \varphi)\) consisting of a von Neumann algebra \(\mathcal{A}\) equipped with a faithful normal state \(\varphi\). In the case that \(\mathcal{A}\) is commutative it can be represented in the form \(\mathcal{A} = L^\infty(\Omega, \Sigma, \mu)\) for some probability space \((\Omega, \Sigma, \mu)\), where \(\varphi : \mathcal{A} \to \mathbb{C}\) sends \(f \in L^\infty(\Omega, \Sigma, \mu)\) to its expectation \(\int_\Omega f \, d\mu\).

The space \((\mathcal{A}, \varphi)\) becomes a pre-Hilbert space when equipped with the inner product \(\langle x, y \rangle_\varphi = \varphi(x^* y)\); the topology on \(\mathcal{A}\) induced by the norm \(\|x\|_\varphi^2 = \varphi(x^* x)\), agrees on bounded sets of \(\mathcal{A}\) with the strong operator topology.

By an operator \(T : (\mathcal{A}, \varphi) \to (\mathcal{B}, \psi)\) we shall always mean a completely positive linear operator \(T : \mathcal{A} \to \mathcal{B}\) mapping \(1_\mathcal{A}\) to \(1_\mathcal{B}\) and respecting expectations, i.e., \(\psi \circ T = \varphi\).

In particular, an automorphism \(S\) of \((\mathcal{A}, \varphi)\) is a *-automorphism of \(\mathcal{A}\) leaving the state \(\varphi\) invariant. In the commutative case, an automorphism \(S\) is induced by a measure-preserving transformation \(\sigma\) of \((\Omega, \Sigma, \mu)\): \(S(f)(x) = f(\sigma x)\). An operator \(P : (\mathcal{A}, \varphi) \to (\mathcal{A}, \varphi)\) satisfying \(P^2 = P\) is called a conditional expectation onto its range \(\mathcal{P}\mathcal{A}\), which is automatically a von Neumann subalgebra of \(\mathcal{A}\) (cf. [Küm1]).

With respect to the pre-Hilbert space structure it is an orthogonal projection.

A stochastic process with values in some probability space \((\mathcal{A}, \varphi)\) is a family of *-homomorphisms (‘random variables’) \(i_t : (\mathcal{A}, \varphi) \to (\hat{\mathcal{A}}, \hat{\varphi})\), \(t \in \mathbb{T}\), of the probability space onto a larger one. Such a process is called stationary if \(i_t = \hat{T}_t \circ i_0\) for some group of automorphisms \((\hat{T}_t)_{t \in \mathbb{T}}\) of \((\hat{\mathcal{A}}, \hat{\varphi})\). Writing \(i := i_0\) we assume in addition that \(i\) admits a left inverse \(P : (\hat{\mathcal{A}}, \hat{\varphi}) \to (\mathcal{A}, \varphi)\), i.e., \(P \circ i = \text{Id}\), so...
\( i \circ P : (\tilde{A}, \tilde{\varphi}) \to (\tilde{A}, \tilde{\varphi}) \) is the conditional expectation from \((\tilde{A}, \tilde{\varphi})\) onto the subalgebra \(i(\mathcal{A})\). We shall denote such a stationary stochastic process by the quadruple \((\tilde{A}, \tilde{\varphi}, \tilde{T}_t; i)\). For a more detailed exposition of the general setting we refer to [AFL] and [Küm3].

For a stationary process \((\hat{A}, \hat{\varphi}, \hat{T}_t; i)\) over \((\mathcal{A}, \varphi)\) we can form for any time interval \(I \subset \mathbb{T}\) the von Neumann subalgebra \(\mathcal{A}_I\) which is generated by the algebras \(\hat{T}_t \circ i(\mathcal{A})\), \((t \in I)\). If the algebras are commutative, then \(\mathcal{A}_I\) is the algebra of functions which are measurable with respect to the \(\sigma\)-subalgebra generated by the random variables for times \(t \in I\). It follows from the above definitions that the conditional expectation \(P_t : (\hat{A}, \hat{\varphi}) \to \mathcal{A}_I\) exists ([Küm1]).

The stationary process \((\hat{A}, \hat{\varphi}, \hat{T}_t; i)\) is a Markov process if for all \(x \in \mathcal{A}_{[0, \infty)}\) we have \(P_t(-\infty, 0](x) = P_{[0]}(x)\). If \(\hat{A}\) is commutative, this reduces to the standard notion of a Markov process.

Finally, for a stationary process \((\hat{A}, \hat{\varphi}, \hat{T}_t; i)\) over \((\mathcal{A}, \varphi)\) one can form the transition operators \(T_t := P \circ \hat{T}_t \circ i : (\mathcal{A}, \varphi) \to (\mathcal{A}, \varphi)\). In the case of a Markov process they form a semigroup ([AFL], [Küm1]).

§2. Coupling representations.

The following class of Markov processes has been introduced in [Küm1]. It will be the typical example of a coupling representation to be defined below. Given \((\mathcal{A}, \varphi)\), any other probability space \((\mathcal{B}, \omega)\), and an automorphism \(C\) of the tensor product \((\mathcal{A} \otimes \mathcal{B}, \varphi \otimes \omega)\), we construct a Markov process over \((\mathcal{A}, \varphi)\) as follows. Define \((C, \psi)\) as the infinite von Neumann tensor product \(\bigotimes\mathbb{Z}(\mathcal{B}, \omega)\) with respect to the infinite tensor product state \(\bigotimes\mathbb{Z} \omega\) and \(S_0\) as the tensor right shift on it.

Put \((\hat{A}, \hat{\varphi}) := (\mathcal{A} \otimes C, \varphi \otimes \psi)\). On \(\hat{A}\) define \(S := \text{Id}_{\hat{A}} \otimes S_0\) as the trivial extension of \(S_0\) to \(\hat{A}\), and \(C_1\) as the trivial extension of \(C\) to \(\hat{A}\) when we identify \(\mathcal{A} \otimes \mathcal{B}\) with the subalgebra of \(\hat{A}\) generated by \(\mathcal{A} \otimes 1\) and the 0-th component in \(1 \otimes C = 1 \otimes (\bigotimes\mathbb{Z} \mathcal{B})\) (being the identity on all other factors in \(1 \otimes (\bigotimes\mathbb{Z} \mathcal{B})\)).

The above situation is conveniently described by the following picture.

\[
\begin{array}{c}
\begin{array}{c}
(\mathcal{A}, \varphi) \\
\otimes \\
\cdots \\
\otimes \ (\mathcal{B}, \omega) \\
\otimes \ (\mathcal{B}, \omega) \\
\end{array}
\end{array}
\xrightarrow{S}
\begin{array}{c}
\begin{array}{c}
C_1 \\
\otimes \\
\cdots \\
\otimes \ (\mathcal{B}, \omega) \\
\otimes \ (\mathcal{B}, \omega) \\
\end{array}
\end{array}
\]

We put \(\hat{T} := C_1 \circ S, \hat{T}_n := \hat{T}^n, (n \in \mathbb{Z})\), and \(i : (\mathcal{A}, \varphi) \to (\hat{A}, \hat{\varphi}) : x \mapsto x \otimes 1\), \(P(x \otimes y) := \psi(y) \cdot x, (x \in \mathcal{A}, y \in C)\); then \((\hat{A}, \hat{\varphi}, \hat{T}_t; i)\) is a Markov process ([Küm1]). It is easy to see that every classical Markov chain can be obtained in this way. In Section 5 we shall discuss an example explicitly.

The above construction can be viewed as a coupling between the probability space \((\mathcal{A}, \varphi)\) and a kind of generalised Bernoulli scheme. This is a special case of a
representation of a Markov process by coupling to white noise, which we are now going to define.

For this definition the notion of independence is crucial. Given \((\mathcal{A}, \varphi)\) and two von Neumann subalgebras \(\mathcal{A}_1\) and \(\mathcal{A}_2\), we say that \(\mathcal{A}_1\) and \(\mathcal{A}_2\) are independent (under \(\varphi\)), if \(\varphi(x_1 x_2) = \varphi(x_1) \varphi(x_2)\) for any elements \(x_1 \in \mathcal{A}_1\), \(x_2 \in \mathcal{A}_2\) and if there exist conditional expectations \(P_1\) and \(P_2\) onto \(\mathcal{A}_1\) and \(\mathcal{A}_2\). A typical example is given by \((\mathcal{A}, \varphi) = (\mathcal{A}_1 \otimes \mathcal{A}_2, \varphi_1 \otimes \varphi_2)\); then \(\mathcal{A}_1 \otimes 1\) and \(1 \otimes \mathcal{A}_2\) are independent.

By \(\mathcal{A} \lor \mathcal{B}\) we always denote the von Neumann algebra generated by \(\mathcal{A}\) and \(\mathcal{B}\).

**Definition.** ([Küm4]). By a (non-commutative) white noise in time \(\mathbb{T} = \mathbb{Z}\) or \(\mathbb{T} = \mathbb{R}\), we mean a probability space \((\mathcal{C}, \psi)\), equipped with a (weak*-continuous) automorphism group \((S_t)_{t \in \mathbb{T}}\) (‘shift’) and a filtration \(\{\mathcal{C}_{[s,t]} | -\infty \leq s \leq t \leq \infty\}\) of von Neumann subalgebras compatible with \(S_t\) in the sense that \(S_t(\mathcal{C}_{[u,v]}) = \mathcal{C}_{[u+t,v+t]}\) and such that

(i) \(\mathcal{C} = \mathcal{C}_{[\mathbb{R}]}\);
(ii) \(\mathcal{C}_{[s,t]} = \mathcal{C}_{[s,u]} \lor \mathcal{C}_{[u,t]}\) if \(-\infty \leq u \leq t \leq \infty\);
(iii) \(\mathcal{C}_{[s,t]}\) and \(\mathcal{C}_{[u,v]}\) are independent subalgebras of \((\mathcal{C}, \psi)\) whenever the intervals \([s,t]\) and \([u,v]\) are disjoint.

Examples of white noise come from Bernoulli schemes and their non-commutative generalisation (tensor shifts) indicated above, Gaussian white noise, and Bose/Fermi noise on the CCR/CAR algebras in quantum theory. Yet other examples exist, e.g., [Voi1,2], [BSp], [BKS].

**Definition.** We say that a stationary process \((\hat{\mathcal{A}}, \hat{\varphi}, \hat{T}_t; i)\) with values in \((\mathcal{A}, \varphi)\) has a coupling representation if the following holds. There exists a von Neumann subalgebra \(\mathcal{C}\) of \(\hat{\mathcal{A}}\) and a (weak*-continuous) group of automorphisms \((S_t)_{t \in \mathbb{T}}\) of \((\hat{\mathcal{A}}, \hat{\varphi})\) such that the restriction of \(S_t\) to \(\mathcal{C}\) is a white noise with filtration \(\{\mathcal{C}_{[s,t]} | -\infty \leq s \leq t \leq \infty\}\) such that

(i) \(\hat{\mathcal{A}}\) is generated by \(i(\mathcal{A})\) and \(\mathcal{C}\);
(ii) \(i(\mathcal{A})\) and \(\mathcal{C}\) are independent subalgebras of \(\hat{\mathcal{A}}\) under \(\hat{\varphi}\);
(iii) \(S_t|_{i(\mathcal{A})}\) is the identity;
(iv) For all \(t \geq 0\), \(\hat{T}_t\) coincides with \(S_t\) on \(\mathcal{C}_{[0,\infty]}\) and on \(\mathcal{C}_{(-\infty,-t]}\), whereas \(\hat{T}_t\) maps \(i(\mathcal{A}) \lor \mathcal{C}_{[-t,0]}\) onto \(i(\mathcal{A}) \lor \mathcal{C}_{[0,t]}\);
(v) \(A_{[0,t]} \subset i(\mathcal{A}) \lor \mathcal{C}_{[0,t]}\).

There is a Hilbert space analogue of this: the ‘coupling structure of a unitary dilation’, which has been established and studied in [KüS].

Whenever a stationary process has a coupling representation as defined above, it is a Markov process ([Küm2]). Conversely, if \(\mathcal{A} = M_n\), Markov processes are typically of this type ([Küm2,3,4], [KüMa]).

In such a situation we define the coupling operators \(C_t := \hat{T}_t \circ S_{-t}\), \((t \geq 0)\). So \(\hat{T}_t = C_t \circ S_t\) and \((C_t)_{t \geq 0}\) can be extended to a cocycle of the automorphism group \(S_t\). We consider \((\hat{T}_t)_{t \in \mathbb{T}}\) as a perturbation of \((S_t)_{t \in \mathbb{T}}\). From our requirements we have \(C_t|_{\mathcal{C}_{(t,\infty)}} = \text{Id}\) and \(C_t|_{\mathcal{C}_{(-\infty,t]}} = \text{Id}\) for \(t \geq 0\).
There is a physical interpretation of the above coupling structure, which provides an important motivation for its study. The subalgebra $i(A)$ of $(\hat{A}, \hat{\varphi})$ may be interpreted as a system, e.g., a radiating atom, and $C$ as the surroundings (the electromagnetic field), with which it interacts. Then $S_t$ naturally describes the free (uncoupled) evolution of these surroundings, and $\hat{T}_t$ that of the coupled system. An explicit example is described in Section 6.

§3. Scattering.

Let us from now on assume that a Markov process $(\hat{A}, \hat{\varphi}, \hat{T}_t; i)$ has a coupling representation to the noise $(C, \psi)$ as above. We are interested in the question, under what conditions every element of $\hat{A}$ eventually ends up in the future noise algebra $C_{[0, \infty)}$. In scattering theory, this property is called asymptotic completeness.

In the above physical interpretation of quantum optics this means that any observable of the atom or molecule can eventually be measured by observing the emitted radiation (cf. Section 6).

We start by defining the von Neumann subalgebra $A_{out}$ of those elements in $\hat{A}$ which do eventually end up in $C_{[0, \infty)}$ (Here and in the following, closures of convex sets are always taken in the $\hat{\varphi}$-norm, equivalently in the weak* topology):

$$A_{out} := \bigcup_{t \geq 0} \hat{T}_t (C_{[0, \infty)}).$$

Let $Q$ denote the conditional expectation onto the future noise algebra $C_{[0, \infty)}$.

**Lemma 3.1.** For $x \in \hat{A}$ the following conditions are equivalent.

(a) $x \in A_{out}$.

(b) $\lim_{t \to \infty} \|\hat{T}_t(x)\|_{\hat{\varphi}} = \|x\|_{\hat{\varphi}}$.

(c) $\|\cdot\|_{\hat{\varphi}}$ - $\lim_{t \to \infty} S_{-t} \circ \hat{T}_t(x)$ exists and lies in $C$.

The limit in (c) defines an isometric $^*$-homomorphism $\Phi_- : A_{out} \to C$.

**Proof.** (a)$\Rightarrow$(b): Choose a sequence $(x_n)_{n \in \mathbb{N}}$ approximating $x$ with $x_n \in \hat{T}_{-n}C_{[0, \infty)}$.

Since $\hat{T}_n x_n = \hat{T}_n x$, we have

$$\|\hat{T}_n(x) - x\|_{\hat{\varphi}} \leq \|\hat{T}_n(x) - \hat{T}_n(x_n)\|_{\hat{\varphi}} + \|\hat{T}_n(x_n) - \hat{T}_n(x)\|_{\hat{\varphi}} \leq 2\|x - x_n\|_{\hat{\varphi}} \to 0.$$

Since $Q$ is an orthogonal projection, we have

$$\|x\|_{\hat{\varphi}}^2 - \|\hat{T}_n(x)\|_{\hat{\varphi}}^2 = \|\hat{T}_n(x) - \hat{T}_n(x)\|_{\hat{\varphi}}^2 \leq \|\hat{T}_n(x) - Q\hat{T}_n(x)\|_{\hat{\varphi}}^2 \leq \|\hat{T}_n(x) - Q\hat{T}_n(x)\|_{\hat{\varphi}}^2,$$

so that statement (b) follows.

(b)$\Rightarrow$(a): From (b) it follows as above that $\|\hat{T}_{-t}Q\hat{T}_t(x) - x\|_{\hat{\varphi}}^2 = \|Q\hat{T}_t(x) - \hat{T}_t(x)\|_{\hat{\varphi}}^2 \to 0$ as $t \to \infty$, and hence that

$$x = \|\cdot\|_{\hat{\varphi}} - \lim_{t \to \infty} \hat{T}_{-t}Q\hat{T}_t(x) \in A_{out}.$$
versely, suppose that \((b)\) holds. Then by Lemma 3.1 we have that
\[(a)\Rightarrow(b),\]
\[
\text{moving average representation.}
\]
A coupling representation satisfying these equivalent conditions is called

\[\text{asymptot-}
\]
Hence it suffices to show that
\[
\lim_{t\to\infty} S_{-u}\hat{T}_t(x) = \lim_{s\to\infty} S_{-u}s\hat{T}_s T_u(x) = S_{-u}\hat{T}_u(x) \in S_{-u}(C_{[0,\infty)}) = C_{[-u,\infty)},
\]
since \(\hat{T}_s\) coincides with \(S_s\) on \(C_{[0,\infty)}\) for \(s \geq 0\). Thus an isometric \(*\)-homomorphism \(\Phi_- : A_\text{out}^c \to \mathcal{C}\) is defined. By an \(\varepsilon/3\)-argument we prove that the limit in \((c)\) exists for all \(x \in A_\text{out}\). As \(\mathcal{C}\) is strongly closed, and on bounded sets the \(\| \cdot \|_\varphi\)-topology coincides with the strong operator topology, it follows that \(\Phi_-(A_\text{out}) \subset \mathcal{C}\).

\[(c)\Rightarrow(a):\] Given \(x \in \hat{\mathcal{A}}\) with \(\Phi_-(x) \in \mathcal{C}\), choose a sequence \((y_n)_{n\in\mathbb{N}}\) with \(y_n \in C_{[-n,\infty)}\) and \(\| \cdot \|_\varphi\)- limit \(y_n = \Phi_-(x)\). Since \(\Phi_-(x) = \lim_{n\to\infty} S_{-u}T_n(y_n)\), we have
\[
0 = \lim_{n\to\infty} \|y_n - S_{-u}\hat{T}_n(x)\|_\varphi = \lim_{n\to\infty} \|\hat{T}_nS_n(y_n) - x\|_\varphi.
\]
Since \(y_n \in C_{[-n,\infty)}\) we have \(S_n(y_n) \in C_{[0,\infty)}\), and \((\hat{T}_nS_n(y_n))_{n\in\mathbb{N}}\) is a sequence in \(A_\text{out}^c\) with limit \(x\). \(\square\)

**Lemma 3.2.** For all \(x \in \mathcal{C}\) the limit \(\| \cdot \|_\varphi\)-limit \(\hat{T}_t \circ S_t(x) =: \Omega_-(x)\) exists and \(\Phi_\Omega_- = \text{Id}_\mathcal{C}\). In particular, \(\Phi_\Omega_- : A_\text{out}^c \to \mathcal{C}\) is an isomorphism.

**Proof.** Again the statement follows from the fact that for \(x \in C_{[1,\infty)}\), and any \(t \geq u\), \(t = u + s\), \(\hat{T}_t S_t(x) = \hat{T}_t S_{-u} S_u(x) = \hat{T}_u S_u(x)\). \(\square\)

In scattering theory the operators \(\Omega_-\) and \(\Phi_-\), and the related operators \(\Omega_+: \lim_{t\to\infty} \hat{T}_t \circ S_t\) and \(\Phi_+: \lim_{t\to\infty} S_t \circ \hat{T}_t\) (taken as strong operator limits in the \(\| \cdot \|_\varphi\)-norm) are known as the Møller operators or wave operators ([LPh], [Rob]) associated to the evolutions \(S_t\) and \(\hat{T}_t\).

**Theorem 3.3.** For a stationary process in a coupling representation the following conditions are equivalent.

1. \(\hat{\mathcal{A}} = A_\text{out}^c\).
2. For all \(x \in \mathcal{A}\) we have \(\lim_{t\to\infty} \|Q\hat{T}_t i(x)\|_\varphi = \|x\|_\varphi\).
3. The process has an outgoing translation representation, i.e. there exists an isomorphism \(j : (\hat{\mathcal{A}}, \hat{\varphi}) \to (\mathcal{C}, \varphi)\) with \(j|_{[0,\infty)} = \text{Id}\) such that \(S_t \circ j = j \circ \hat{T}_t\).

A coupling representation satisfying these equivalent conditions is called asymptotically complete. In probabilistic terms condition \((c)\) is an algebraic version of the moving average representation.

**Proof.** The implication \((a)\Rightarrow(b)\) follows immediately from Lemma 3.1. Conversely, suppose that \((b)\) holds. Then by Lemma 3.1 we have that \(i(A) \subset A_\text{out}\). Hence it suffices to show that
\[
\hat{\mathcal{A}} = \bigcup_{t \in \mathbb{T}} \hat{T}_{-t} (i(A) \lor C_{[0,\infty)}).
\]
From the properties of the coupling representation we have for \( t \geq 0 \)
\[
\hat{T}_t \left( (i(A) \lor C_{[-t,\infty)}) \right) = \hat{T}_t \left( (i(A) \lor C_{[-t,0])} \lor C_{[0,\infty)} \right) \\
= (i(A) \lor C_{[0,t]} \lor C_{t,\infty}) \\
= i(A) \lor C_{[0,\infty)},
\]
and therefore
\[
\hat{T}_{-t} \left( i(A) \lor C_{[0,\infty)} \right) = i(A) \lor C_{[-t,\infty)}.
\]
The right hand side clearly generates \( \hat{A} \) as \( t \) runs through \( T \).

(a)\( \Rightarrow \) (c): Put \( j := \Phi_{-} \), then by Lemma 3.2 we have \( j(\hat{A}) = \mathcal{C} \). Moreover,
\[
S_t \circ j = S_t \lim_{s \to \infty} S_{-s} \hat{T}_s \\
= S_t \lim_{u \to \infty} S_{-t} S_{-u} \hat{T}_u \hat{T}_t \quad \text{for } s = t + u, \ (u \geq 0) \\
= \lim_{u \to \infty} S_{-u} \hat{T}_u \hat{T}_t \\
= j \circ \hat{T}_t,
\]
and for \( x \in C_{[0,\infty)} \) we have
\[
j(x) = \lim_{t \to \infty} S_{-t} \hat{T}_t(x) = x.
\]

(c)\( \Rightarrow \) (a): Conversely, we obtain
\[
\hat{A} = j^{-1}(\mathcal{C}) = j^{-1} \left( \bigcup_{t \geq 0} S_{-t} \left( C_{[0,\infty)} \right) \right) \\
= \bigcup_{t \geq 0} j^{-1} S_{-t} \left( C_{[0,\infty)} \right) \\
= \bigcup_{t \geq 0} \hat{T}_{-t} j^{-1} \left( C_{[0,\infty)} \right) \\
= \bigcup_{t \geq 0} \hat{T}_{-t} \left( C_{[0,\infty)} \right) \\
= A_{out}.
\]


In this section we shall formulate concrete criteria for the asymptotic completeness. We restrict ourselves to the simplest case: a finite dimensional algebra \( \mathcal{A} \) and a coupling of tensor type, i.e., \( \left( \hat{\mathcal{A}}, \hat{\phi} \right) = \left( \mathcal{A} \otimes C, \phi \otimes \psi \right) \).

As before, let \( Q \) denote the conditional expectation onto the future noise algebra \( C_{[0,\infty)} \), and let \( Q^\perp := \text{Id} - Q \). For \( t \geq 0 \), let \( Z_t \) denote the compression \( Q^\perp \hat{T}_t Q^\perp \) of the coupled evolution to the \( \hat{\phi} \)-orthogonal complement of the future noise.
Lemma 4.1.

(i) \((Z_t)_{t \geq 0}\) is a semigroup, i.e., for all \(s, t \geq 0\),
\[
Z_{s+t} = Z_s \circ Z_t.
\]

(ii) The coupling representation is asymptotically complete if and only if for all \(a \in \mathcal{A}\)
\[
\|Z_t i(a)\|_\phi \rightarrow 0 \quad \text{as} \quad t \rightarrow \infty.
\]

Proof. (i). Since \(\hat{T}_t\) concides with \(S_t\) on the future noise, we have \(\hat{T}_t C_{[0, \infty)} \subset C_{[0, \infty)}\) for \(t \geq 0\). It follows that \(\hat{T}_t Q = Q \hat{T}_t\), and therefore
\[
Q^\perp \hat{T}_t Q^\perp = (\text{Id} - Q)\hat{T}_t (\text{Id} - Q) = \hat{T}_t - Q \hat{T}_t Q + Q \hat{T}_t Q
\]
\[
= \hat{T}_t - Q \hat{T}_t = Q^\perp \hat{T}_t.
\]
So, for \(s, t \geq 0\),
\[
Z_s Z_t = Q^\perp \hat{T}_s Q^\perp \hat{T}_t Q^\perp = Q^\perp \hat{T}_s \hat{T}_t Q^\perp
\]
\[
= Q^\perp \hat{T}_{s+t} Q^\perp = Z_{s+t}.
\]

(ii). For \(a \in \mathcal{A}\) we have
\[
Z_t i(a) = Q^\perp \hat{T}_t Q^\perp i(a) = Q^\perp \hat{T}_t (i(a) - \varphi(a) \cdot 1) = Q^\perp \hat{T}_t i(a),
\]
so that by Pythagoras’ theorem
\[
\|Z_t i(a)\|_\phi^2 = \|a\|_\phi^2 - \|Q \hat{T}_t i(a)\|_\phi^2.
\]
Hence, by Theorem 3.3. the statement follows.

Theorem 4.2. Let \((\hat{\mathcal{A}}, \hat{\varphi}, \hat{T}_t; i)\) be a Markov process with values in a finite dimensional probability space \((\mathcal{A}, \varphi)\), which is given in a coupling representation of tensor type to a white noise. Let \(Q^\perp\) and \(Z_t\) be as described above, and let \(e_1, e_2, \cdots, e_n\) be a basis of \(\mathcal{A}\). Then the following conditions are equivalent.

(a) The coupling representation is asymptotically complete.
(b) for all nonzero \(a \in \mathcal{A}\) there exists \(t \geq 0\) such that \(\|Z_t i(a)\|_\phi < \|a\|_\phi\).
(c) for some \(t \geq 0\), the n-tuple \(\{Q \hat{T}_t i(e_j) \mid j = 1, 2, \cdots n\}\) is linearly independent, i.e., \(Q \hat{T}_t i(\mathcal{A})\) has dimension \(n\).
(d) for some \(\varepsilon \geq 0, t \geq 0\), and all \(x \in \mathcal{A}_{[0, \infty)}\),
\[
\|Z_t x\|_\phi \leq (1 - \varepsilon)\|x\|_\phi.
\]

Proof. By Lemma 4.1. condition (a) obviously implies (b).
(b)\(\Rightarrow\)(c): By the semigroup property of \(Z_t\), the function \(t \mapsto \|Z_t i(a)\|_\phi\) is decreasing for all \(a \in \mathcal{A}\), in particular for all \(a\) in the unit sphere of \(\mathcal{A}\). And since the unit sphere is compact, in condition (b) \(t\) can be chosen uniformly in \(a\).
Now, suppose that \( \{ Q^T_i(e_j) \mid j = 1, 2, \ldots, n \} \) is linearly dependent, i.e., for some \( \lambda_1, \lambda_2, \ldots, \lambda_n \in \mathbb{C} \):

\[
\sum_{j=1}^{n} \lambda_j Q^T_i(e_j) = 0.
\]

Then we would have an \( a \in \mathcal{A} \), namely \( a := \sum_{j=1}^{n} \lambda_j e_j \) for which \( Q^T_i(a) = 0 \) so that

\[
\| Z_t(a) \|_{\varphi}^2 = 1 - \| Q^T_i(a) \|_{\varphi}^2 = 1 = \| a \|_{\varphi},
\]

contradicting (b). This proves the linear independence in (c).

(c)⇒(d): We may assume that the vectors \( e_1, \ldots, e_n \) form a \( \varphi \)-orthonormal basis of \((\mathcal{A}, \varphi)\), and since the coupling is of a tensor type, we may put \( Q^T_i(e_j) =: 1 \otimes g_j \) with \( g_j \in \mathcal{C}_{[0, \infty)} \). Let \( G \) denote the \( n \times n \) matrix with entries \( G_{ij} := \psi(g_i^* g_j) \).

Then \( G \) is a positive matrix; let \( \varepsilon \) denote its smallest eigenvalue. By the linear independence of the vectors \( g_1, g_2, \ldots, g_n \), we have \( \varepsilon > 0 \). Now consider \( x \in \mathcal{A}_{[0, \infty)} \).

Write

\[
x = \sum_{j=1}^{n} e_j \otimes f_j, \quad \text{with} \quad f_j \in \mathcal{C}_{[0, \infty)}.
\]

We calculate:

\[
\begin{align*}
Q^T_i(x) &= \sum_{j=1}^{n} Q \left( \hat{T}_i(e_j) \otimes 1 \right) \hat{T}_i(1 \otimes f_j) \\
&= \sum_{j=1}^{n} \left( Q \hat{T}_i(e_j) \right) \cdot (1 \otimes S_t f_j) \\
&= \sum_{j=1}^{n} 1 \otimes (g_j \cdot S_t f_j).
\end{align*}
\]

Now, since \( g_j \in \mathcal{C}_{[0, t]} \) and \( S_t f_j \in \mathcal{C}_{[t, \infty)} \), we find

\[
\begin{align*}
\| Q^T_i(x) \|_{\varphi}^2 &= \| \sum_{j=1}^{n} g_j \cdot S_t f_j \|_{\varphi}^2 \\
&= \sum_{j=1}^{n} \sum_{k=1}^{n} \langle g_j \cdot S_t f_j, g_k \cdot S_t f_k \rangle_{\psi} \\
&= \sum_{j=1}^{n} \sum_{k=1}^{n} \langle g_j, g_k \rangle_{\psi} \langle f_j, f_k \rangle_{\psi} \\
&\geq \varepsilon \sum_{j=1}^{n} \| f_j \|_{\varphi}^2 \\
&= \varepsilon \| x \|_{\varphi}^2.
\end{align*}
\]

So

\[
\| Z_t(x) \|_{\varphi}^2 \leq \| Q^T_i(x) \|_{\varphi}^2 \leq (1 - \varepsilon) \| x \|_{\varphi}^2.
\]
By the semigroup property of $Z_t$, we have
\[ \|Z_{nt}x\|_{\phi}^2 \leq (1 - \varepsilon)^n \|x\|_{\phi}^2. \]
As $s \mapsto \|Z_x\|_{\phi}$ is decreasing, it follows that $\lim_{t \to \infty} \|Z_t x\|_{\phi} = 0$ for all $x \in A_{(0, \infty)}$, in particular for $x = \hat{i}(a)$, $a \in A$. The assertion follows by Lemma 4.1.

Consider the stationary Markov chain with state space $X := \{0, 1, 2\}$ and transition probability matrix
\[
T := \begin{pmatrix}
\frac{1}{2} & \frac{1}{2} & 0 \\
\frac{1}{2} & 0 & \frac{1}{2} \\
0 & \frac{1}{2} & \frac{1}{2}
\end{pmatrix}.
\]
This chain has the unique equilibrium distribution $\mu := \left(\frac{1}{3}, \frac{1}{3}, \frac{1}{3}\right)$. We shall represent this Markov chain by coupling $(X, \mu)$ to a Bernoulli shift. Let $(Y, \nu)$ denote the probability space $(\{0, 1\}, (\frac{1}{2}, \frac{1}{2}))$, and let a coupling between $(X, \mu)$ and $(Y, \nu)^\mathbb{Z}$ be effected by the permutation $\gamma : X \times Y \to X \times Y$ described by the diagram
\[
\begin{array}{ccc}
(0, 1) & \longrightarrow & (1, 1) \quad \longrightarrow \quad (2, 1) \\
\uparrow & & \downarrow \\
(0, 0) & \longleftarrow & (1, 0) \quad \longleftarrow \quad (2, 0)
\end{array}
\]
We shall denote the components of $\gamma$ as follows:
\[
\gamma(\xi, \eta) = (\gamma_X(\xi, \eta), \gamma_Y(\xi, \eta)) \in X \times Y, \quad (\xi \in X = \{0, 1, 2\}, \eta \in Y = \{0, 1\}).
\]
Clearly $\gamma$ preserves the product measure $\mu \otimes \nu$ on $X \times Y$. Now define
\[
\Omega := X \times Y^\mathbb{Z}, \\
\hat{\mu} := \mu \otimes \left(\bigotimes \nu\right).
\]
We shall refer to the elements of $\Omega$ using the following suggestive notation:
\[
(\xi; \eta) = \left(\ldots, \eta_{-2}, \eta_{-1}, \xi, \eta_0, \eta_1, \eta_2, \ldots\right)
\]
We define the transformation $\hat{\gamma}$ and the shift $\sigma$ by
\[
\hat{\gamma}(\xi; \eta) := \left(\ldots, \eta_{-2}, \eta_{-1}, \gamma_X(\xi, \eta_0), \gamma_Y(\xi, \eta_0), \eta_1, \eta_2, \ldots\right), \\
\sigma(\xi; \eta) := \left(\ldots, \eta_{-1}, \eta_0, \eta_1, \eta_2, \eta_3, \ldots, \xi, \eta_{-2}, \eta_{-1}, \ldots\right).
\]
Put \( \hat{\tau} := \sigma \circ \hat{\gamma} \).

In the language of Section 1 we now have a stationary Markov process with transition operators \( T_n, (n \in \mathbb{N}) \), on the space \( (A, \varphi) \) given by
\[
A = \mathbb{C}^3, \quad \varphi(f) := \frac{1}{3}(f(0) + f(1) + f(2)) = \int_X f d \mu.
\]

Indeed, put \( \hat{A} := L^\infty(\Omega, \hat{\mu}) \) and \( \hat{\varphi}(g) := \int_{\Omega} gd\hat{\mu}, (g \in \hat{A}) \). Let
\[
i : A \to \hat{A}: \quad i(f)(\xi; \eta) = f(\xi);
\]
\[
P : \hat{A} \to A: \quad (Pg)(\xi) := \int_{YZ} g(\xi; \eta) \nu_Z(d\eta);
\]
\[
\hat{T} : \hat{A} \to \hat{A}: \quad \hat{T}(g) := g \circ \hat{\tau}.
\]

Then by an easy calculation one finds that
\[
(P \circ \hat{T} \circ i)(f)(\xi) = (Tf)(\xi),
\]
where \( T \) is viewed as a linear map \( \mathbb{C}^3 \to \mathbb{C}^3 \).

We shall show that this coupling representation is asymptotically complete, by applying our criterion of Theorem 4.2(c).

Take \( t = 2 \) in Theorem 4.2(c), and let \( e_j, j = 0, 1, 2 \), denote the canonical basis of \( A = \mathbb{C}^3 \). We calculate the vectors \( h_j := Q \circ \hat{T}^2 \circ i(e_j) \in \mathbb{C} = L^\infty(YZ, \nu_Z) \):
\[
h_j(\eta) = Q \circ \hat{T}^2 \circ i(e_j)(\eta)
= \int_X i(e_j)(\hat{T}^2(\xi; \eta)) \mu(d\xi)
= \int_X i(e_j)(\hat{\gamma} \circ \sigma \circ \hat{\gamma}(\xi; \eta)) \mu(d\xi)
= \frac{1}{3} \# \left\{ \xi \in X \mid \gamma_X(\gamma_X(\xi, \eta_0), \eta_1) = j \right\}.
\]

Since the \( h_j(\eta), (j = 0, 1, 2) \) depend only on \( \eta_0 \) and \( \eta_1 \), we can express them as vectors in \( \mathbb{C}^4 \):
\[
h_0 = \frac{1}{3}(3, 1, 0, 0), \quad h_1 = \frac{1}{3}(0, 2, 2, 0), \quad h_2 = \frac{1}{3}(0, 0, 1, 3).
\]

Clearly, these vectors are linearly independent. Hence by Theorem 4.2 the coupling representation is asymptotically complete.

Next we shall calculate the scattering operator \( \Phi_- \). Writing \( \gamma_n \) for the map which applies \( \gamma \) to \( X \times \) (the \( n \)-th component of \( YZ \)), we may write
\[
\Phi_-g = \lim_{n \to \infty} S^{-n} \circ \hat{T}^n g
= \lim_{n \to \infty} g \circ (\sigma \hat{\gamma})^n \circ \sigma^{-n}
= \lim_{n \to \infty} g \circ \gamma_{-1} \circ \gamma_{-2} \circ \cdots \circ \gamma_{-n}.
\]
Now let $x_0 \in \tilde{A}$ be the function $(\xi; \eta) \mapsto \xi$ and let $y_k : (\xi; \eta) \mapsto \eta_k$. Note that $x_0$ and $y_k$, $(k \in \mathbb{Z})$ generate $\tilde{A}$. Furthermore, let $\text{bin}(\eta)$ for $\eta \in \{0, 1\}^\mathbb{Z}$ denote the number whose binary expansion is given by the negative part of $\eta$:

$$\text{bin}(\eta) := \sum_{k=1}^{\infty} \eta_{-k}2^{-k}.$$  

Let $[r]$ denote the integer part of the real number $r$.

**Proposition 5.1.** The scattering operator $\Phi_-$ on an element of $\tilde{A}$ is determined almost everywhere by

$$\Phi_-(x_0)(\eta) = [3\text{bin}(\eta)] = \begin{cases} 0, & \text{if } \text{bin}(\eta) \in [0, \frac{1}{3}); \\ 1, & \text{if } \text{bin}(\eta) \in \left(\frac{1}{3}, \frac{2}{3}\right); \\ 2, & \text{if } \text{bin}(\eta) \in \left[\frac{2}{3}, 1\right]. \end{cases}$$

$$\Phi_-(y_k) = y_k \quad \text{for } k \geq 0, \text{ and for } k < 0 :$$

$$\Phi_-(y_k)(\eta) = \begin{cases} 0, & \text{if } (2^k\text{bin}(\eta) \mod 1) \in [0, \frac{1}{3}); \\ \eta_k, & \text{if } (2^k\text{bin}(\eta) \mod 1) \in \left(\frac{1}{3}, \frac{2}{3}\right); \\ 1, & \text{if } (2^k\text{bin}(\eta) \mod 1) \in \left[\frac{2}{3}, 1\right]. \end{cases}$$

**Proof.** First note that $S^{-n} \circ \hat{T}^n(y_k) = y_k$ for all $n, k \geq 0$, so that $\Phi(y_k) = y_k$. Second, for all $n \geq 0$ we have

$$S^{-n} \circ \hat{T}^n(x_0)(\xi; \eta) = x_0 \circ \gamma_{-1} \circ \gamma_{-2} \circ \cdots \circ \gamma_{-n}(\xi; \eta)$$

$$= \gamma_X(\gamma_X(\cdots(\gamma_X(\xi, \eta_{-n}), \eta_{-n+1}), \cdots, \eta_{-2}), \eta_{-1}).$$

The right hand side becomes constant as a function of $\xi$ and of $n$ as soon as two neighbouring components of $(\eta_{-n}, \eta_{-n+1}, \cdots, \eta_{-2}, \eta_{-1})$ are equal, since for all $\xi \in \{0, 1, 2\}$:

$$\gamma_X(\gamma_X(\xi, 0), 0) = 0 \quad \text{and} \quad \gamma_X(\gamma_X(\xi, 1), 1) = 2.$$  

In particular, if $n \geq M(\eta) := \min\{ m \geq 0 \mid \eta_{-m} = \eta_{-m-1} \} :$

$$x_0(\gamma_{-1} \circ \gamma_{-2} \circ \cdots \circ \gamma_{-n}(\xi; \eta)) = x_0(\gamma_{-1} \circ \gamma_{-2} \circ \cdots \circ \gamma_{-M(\eta)+1}(\xi, \eta)),$$

where

$$\tilde{\xi} := \begin{cases} 0, & \text{if } \eta_{-M(\eta)} = 0; \\ 2, & \text{if } \eta_{-M(\eta)} = 1. \end{cases}$$

Since $\tilde{\mu}[M(\eta) < \infty] = 1$, it follows that eventually $S^{-n} \circ \hat{T}^n(x_0)(\xi; \eta)$ becomes independent of $n$ and of $\xi$ with probability 1. The convergence in $L^2(\Omega, \tilde{\mu})$ follows by the dominated convergence theorem. Finally, since $\eta_{-1}, \eta_{-2}, \cdots, \eta_{-M(\eta)}$ is an alternating sequence of 0’s and 1’s, the value of the limit is for almost all $\eta$ given by

$$\Phi_-(x_0)(\eta) = \begin{cases} 0, & \text{if } \eta_{-1} = 0 \text{ and } \eta_{-M(\eta)} = 0, \\ 1, & \text{if } \eta_{-1} = 0 \text{ and } \eta_{-M(\eta)} = 1, \\ 1, & \text{if } \eta_{-1} = 1 \text{ and } \eta_{-M(\eta)} = 0, \\ 2, & \text{if } \eta_{-1} = 1 \text{ and } \eta_{-M(\eta)} = 1. \end{cases}$$

This is equal to the value of $\Phi_-(x_0)(\eta)$ claimed in the theorem. Third, by a similar argument one proves the expression for $\Phi_-(y_k)$. \qed
We have now obtained a translation representation \((Y^Z, \nu^Z, S; j = \Phi_-)\) of the full Markov chain in the noise algebra, as one can check explicitly.

§6. Asymptotic completeness in quantum stochastic calculus.

As another application of Theorem 4.2 we consider the coupling of a finite dimensional matrix algebra to Bose noise. This is quite a satisfactory physical model for an atom or molecule in the electromagnetic field, provided that the widths of its spectral lines are small compared with the frequencies of the radiation the particle is exposed to. In [RoM] the result of the present paper was applied to this model, which was used to calculate the nontrivial physical phenomenon known as the ‘dynamical Stark effect’, namely the splitting of a fluorescence line into three parts with specified height and width ratios, when the atom is subjected to extremely strong, almost resonant radiation. The results agreed with those in the physics literature, both theoretical [Mol] and experimental [SSH]. A different result on the existence of scattering operators in the context of quantum stochastic calculus is found in [FaS].

The model mentioned above falls in the class of continuous time Markov processes over a finite state space driven by Bose noise, as described briefly below. In this section, we cast the criterion Theorem 4.2(c) for asymptotic completeness into a manageable form for these Markov processes.

For \(A\) we take the algebra \(M_n\) of all complex \(n \times n\) matrices, on which a faithful state \(\varphi\) is given by \(\varphi(x) := \text{tr}(\rho x)\).

Here \(\rho\) is a diagonal matrix with strictly positive diagonal elements, summing up to 1. The modular group of \((A, \varphi)\) is given by \(\sigma_t(x) := \rho^{-it}x\rho^it\).

The eigenvalues of the operator \(\sigma_t\) are of the form \(e^{\pm it\beta_j}\), for some positive numbers \(\beta_j, 1 \leq j \leq m\). We shall couple the system \((A, \varphi)\) to Bose noise (Cf. [Par], [LiM]).

Let \(C\) denote the Weyl algebra over an \(m\)-fold direct sum \(\bigoplus_m L^2(\mathbb{R})\). It is linearly generated by the Weyl operators, on which the state \(\psi\) is given by

\[
\psi(W(f_1 \oplus f_2 \oplus \cdots \oplus f_m)) := \exp\left(-\frac{1}{2} \sum_{j=1}^m \coth(\frac{1}{2}\beta_j)\|f_j\|^2\right).
\]

A time evolution \(S_t\) on \(C\) is induced by the right shift on the functions \(f_1, f_2, \cdots, f_m \in L^2(\mathbb{R})\).

In physical terms the dynamical system \((C, \psi, S_t)\) describes a noise source consisting of \(m\) channels which contain thermal radiation at inverse temperatures \(\beta_1, \beta_2, \cdots, \beta_m\).

On the GNS representation of \((C, \psi)\) we have canonical annihilation operators \(A_j(t), (j = 1, \cdots, m)\), (cf. [Par]).
In [LiM], Section 9, Markov processes \((\hat{A}, \hat{\varphi}, \hat{T}_{i}; i)\) over \((A, \varphi)\) are constructed by coupling to these Bose noise channels. They are of the following form.

\[
\hat{A} := A \otimes C \quad \text{with} \quad i(a) := a \otimes 1;
\]
\[
\hat{\varphi} := \varphi \otimes \psi \quad \text{with} \quad P(x \otimes y) := \psi(y)x;
\]
\[
\hat{T}_{i}(a) := u_{i}(id \otimes S_{i})(a)u_{i}, \quad (t \geq 0); \quad \hat{T}_{i} := (\hat{T}_{-i})^{-1}, \quad (t < 0),
\]

Together with Theorem 4.2 this leads to the following results concerning asymptotic completeness.

**Observation 6.1.** If \(Q\) is the projection onto the future noise algebra \(C_{[0, \infty)}\), then

\[
\|Q\hat{T}_{i}(x \otimes 1)\|^{2} = \sum_{k=0}^{\infty} \sum_{j \in \{1, \ldots, m\}^{k}} c_{j}^{(1)} \cdots c_{j}^{(k)} \int_{0 \leq s_{1} \leq \cdots \leq s_{k} \leq t} \left| \varphi \left( T_{1-s_{k}} L_{j_{1} (k)}^{(1)} T_{s_{k}-s_{k-1}} \cdots T_{s_{2}-s_{1}} L_{j_{1} (1)}^{(1)} T_{s_{1}}(x) \right) \right|^{2} ds_{1} \cdots ds_{k}.
\]

Together with Theorem 4.2 this leads to the following results concerning asymptotic completeness.

**Proposition 6.2.** The system \((\hat{A}, \hat{\varphi}, \hat{T}_{i}; i)\) described above is asymptotically complete if and only if for all nonzero \(x \in M_{n}\) there are \(t > 0, k \in \mathbb{N}, \) and \(s_{1}, s_{2}, \ldots, s_{k}\) satisfying \(0 \leq s_{1} \leq \cdots \leq s_{k} \leq t, \) \(j(1), \ldots, j(k) \in \{1, \ldots, m\}\) and \(\varepsilon \in \{-1, 1\}^{m}\) such that

\[
\varphi \left( T_{1-s_{k}} L_{j_{1} (k)}^{(1)} \cdots T_{s_{2}-s_{1}} L_{j_{1} (1)}^{(1)} T_{s_{1}}(x) \right) \neq 0.
\]
In particular, if \( \varphi \) is a trace, i.e. \( \rho = \frac{1}{n} \mathbf{1} \) in the above, then \( \varphi \circ T_t = \varphi \) and \( \varphi \circ L_j^\varepsilon = 0 \), so that the system can never be asymptotically complete for \( n \geq 2 \). This agrees with the general idea that a trace state \( \varphi \) should correspond to noise at infinite temperature, i.e. classical noise [KüMa]. Obviously, if \( \mathcal{C} \) is commutative there can be no isomorphism \( j \) between \( \mathcal{C} \) and \( \mathcal{C} \otimes M_n \).

**Proof.** The proposition follows immediately from Theorem 4.2(b), Observation 6.1 and the continuity in \( s_1, s_2, \ldots, s_k \) of the integrand therein.

**Corollary 6.3.** A sufficient condition for \( (\hat{A}, \hat{\varphi}, \hat{T}_t; i) \) to be asymptotically complete is that for all \( x \in M_n \) there exists \( k \in \mathbb{N}, j \in \{1, 2, \ldots, m\}^k \), and \( \varepsilon \in \{-1, +1\}^k \) such that

\[
\varphi \left( L_{j(k)}^\varepsilon \cdots L_{j(1)}^\varepsilon (x) \right) \neq 0.
\]

In particular, the Wigner-Weisskopf atom as treated in [RoM], which is the case \( n = 2, m = 1 \),

\[
v = v_1 = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}; \quad \rho = \frac{1}{e^{\beta} + 1} \begin{pmatrix} e^\beta & 0 \\ 0 & 1 \end{pmatrix}.
\]

is asymptotically complete.
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