Water pair potential of near spectroscopic accuracy. I. Analysis of potential surface and virial coefficients
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A new \textit{ab initio} pair potential for water was generated by fitting 2510 interaction energies computed by the use of symmetry-adapted perturbation theory (SAPT). The new site–site functional form, named SAPT-5s, is simple enough to be applied in molecular simulations of condensed phases and at the same time reproduces the computed points with accuracy exceeding that of the elaborate SAPT-pp functional form used earlier [J. Chem. Phys. \textbf{107}, 4207 (1997)]. SAPT-5s has been shown to quantitatively predict the water dimer spectra, see the following paper (paper II). It also gives the second virial coefficient in excellent agreement with experiment. Features of the water dimer potential energy surface have been analyzed using SAPT-5s. Average values of powers of the intermolecular separation—obtained from the ground-state rovibrational wave function computed in the SAPT-5s potential—have been combined with measured values to obtain a new empirical estimate of the equilibrium O–O separation equal to 5.50±0.01 bohr, significantly shorter than the previously accepted value. The residual errors in the SAPT-5s potential have been estimated by comparison to recent large-scale extrapolated \textit{ab initio} calculations for water dimer. This estimate—together with the dissociation energy $D_0$ computed from SAPT-5s—leads to a new prediction of the limit value of $D_0$ equal to 1165±54 cm$^{-1}$, close to but significantly more accurate than the best empirical value. © 2000 American Institute of Physics. [S0021-9606(00)30140-4]

I. INTRODUCTION

The condensed phase of water is known for its interesting physical behavior. This is reflected by several anomalous properties, the best known of which are the density maximum at 4 °C and the fact that water at 0 °C and normal pressure is denser than ice. Thirty years of classical Monte Carlo (MC) and molecular dynamics (MD) simulations have provided much insight into the behavior of liquid water and ice. Yet, a quantitative statistical mechanical description which explains the anomalous properties is still lacking. There are good reasons to believe that this is mainly due to the insufficient knowledge of the intermolecular potential needed for the simulations. While the deviations of the many-body potential from pairwise additivity are substantial, knowledge of an accurate pair potential is the first step in achieving first-principles predictions of the properties of ice and liquid water. Most of the simulations to date used “effective” pair potentials: simple empirically parametrized model potentials in which the many-body interactions are represented implicitly. This is a drastic approximation and it is therefore not surprising that the results of the simulations with these model potentials are usually valid only for a restricted set of properties—often those to which the empirical parameters have been fitted—in a limited range of temperatures and pressures. Very recently Mahoney and Jorgensen\textsuperscript{1} obtained an empirical water pair potential, TIP5P, simultaneously fitting to MC simulations in a temperature range of 100 °C. Although this range of applicability is significantly broader than for any other empirical potential to date, it nevertheless accentuates the limitations of the effective pair potentials. Simulations of more general validity will have to start from the \textit{real} water pair potential, and explicitly include the important three-body interactions. This paper presents a new water pair potential computed by the use of symmetry-adapted perturbation theory. Related work on three-body forces will be described elsewhere.

The first \textit{ab initio} water pair potential was created by Matsuoka, Clementi, and Yoshimine (MCY) in 1976.\textsuperscript{2} The MCY potential is a site–site form including Coulomb terms and double exponential terms fitted to 66 configuration interaction dimer energies. This form was quite successful at predicting observables despite the very small number of grid points and, from the current perspective, rather inaccurate values of \textit{ab initio} computed energies. In fact, later increases
by Clementi’s group in the number of points and the level of theory led to potentials which predicted observables less satisfactorily. In the late 1980s Niessar, Corongiu, Clementi, and co-workers (NCC) performed supramolecular fourth order many-body perturbation theory (MBPT4) level calculations (350 points) for the dimer and self-consistent-field (SCF) level calculations for the trimer (250 points). The former were fitted with a modified MCY form and the latter with the classical induction model. Another series of water potentials was developed by Stone and collaborators. The anisotropic site potential (ASP) of Millot and Stone models the electrostatic and induction effects by using explicitly calculated monomer properties (polarizabilities and multipole moments) in the form of an asymptotic expansion, the exchange effects by a fit to 350 points calculated with the Hayes–Stone intermolecular perturbation theory (IMPT), and the dispersion effects by an asymptotic damped expansion with constants calculated by Rijks and Wormer (ASP–W). The damping parameter in the Tang–Toennies function was assumed to be equal to the exponent modeling the exchange energy. Another version of the potential (ASP–S) used a fit to 33 ab initio computed dispersion energies by Szczesniak et al. The ASP potential was modified by Millot et al. to produce the ASP–W2 and ASP–W4 potential energy surfaces (PESs).

Two fits to ab initio water dimer potentials based on symmetry-adapted perturbation theory (SAPT) were obtained in Ref. 20. These fits utilized more grid points than any other previously published potential for water. The level of theory was approximately equivalent to MBPT4. A medium-size, interaction energy optimized basis set of spdf orbitals including bond functions was used. The accuracy of the interaction energy in the well region has been estimated at 0.2 kcal/mol. One of the fits to the computed points in Ref. 20, dubbed SAPT-pp, is an expansion in functions of the Euler angles of the two monomers and the center of mass separation, while the other, less accurate SAPT-ss fit uses the MCY site–site form. The second virial coefficients calculated in Ref. 20 with the SAPT-pp/SAPT-ss PESs agreed with experimental values, including subtle effects of isotopic substitution, better than any prior ab initio prediction.

The present paper describes a new potential for the water dimer based on a larger number of grid points and a site–site functional form. The new potential, called SAPT-5s, has been used to calculate the water dimer and trimer spectra. A more detailed account of the calculations for the dimer can be found in Ref. 22, paper II. Many small tunneling splittings agree with experiment to within 0.01 cm⁻¹ (3 × 10⁻⁵ kcal/mol) while the larger splittings agree to within a few inverse centimeters (≈ 0.01 kcal/mol). This agreement is better than any other potential to date except for the very recent VRT(ASP–W) potential of Fellers et al. which, however, was fitted to these data. SAPT-5s was used together with three-body nonadditive energies computed by us—in calculations of the spectra of the water trimer, again achieving near quantitative reproduction of the lowest energy levels. Replacement of SAPT-5s by the VRT(ASP–W) potential gave a substantial degradation in the quality of the trimer spectra. To further improve agreement with experiments, SAPT-5s has been empirically adapted to the water dimer spectrum, resulting in a “tuned” potential denoted by SAPT-5st. The present paper will discuss properties of both SAPT-5s and SAPT-5st surfaces (in particular the minimum geometry of the water dimer which can be compared to experiment) and the virial coefficients of water calculated with these potentials.

The plan of the paper is as follows. Section II describes how the additional grid points have been selected. The new functional form is proposed in Sec. III. SAPT-5s is compared to SAPT-pp in Sec. IV. In Sec. V the characteristic features of the SAPT-5s surface are analyzed. Section VI compares the virial coefficients computed using SAPT-5s with experiment. Section VII contains conclusions.

II. SELECTION OF ADDITIONAL GRID POINTS

The number of grid points used in the fit of the SAPT-pp potential was 1056. In the late stages of this work, after the potentials described below were obtained, we found out that 53 of these points were overlapping, i.e., there were only 1003 distinct points. A double use of the same point amounts only to a stronger weighting of this point and should not have any significant effects on the fits. Therefore, the fits have not been repeated. In what follows we will refer to SAPT-pp as fitted to 1003 points. The SAPT-pp functional form of Ref. 20 was able to reproduce the calculated interaction energies quite well, the fit introducing errors similar to the estimated uncertainty of these energies. However, because of the complicated functional form, it is too time-consuming to compute for applications to Monte Carlo or molecular dynamics simulations (although it can be used for calculations of dimer spectra and classical virial coefficients). Therefore, there was a need to produce a simpler potential of similar accuracy. Initial attempts to obtain a better than SAPT-ss site–site fit to 1003 ab initio points indicated that a denser grid is needed to achieve satisfactory results with this functional form. The original points were mostly on a regular grid. To make the coverage less dependent of arbitrary choices, 742 points have been chosen at random, however, with the range of the intermonomer center of mass distances, R, restricted to 4–6 bohr. To facilitate graphical analysis, for the next batch of 340 points only the angular configurations were chosen at random while R was scanned between 4 and 7 bohr with steps of 0.5 bohr. Analysis of the interaction energies from randomly generated grid points revealed that too many of those energies are in a highly repulsive region which is not relevant for the intended physical applications. Therefore, further grid points were added based on a Monte Carlo simulation of liquid water, calculations of the second virial coefficient, and in the region relevant for the dimer tunneling splitting dynamics. Overall, the original 1003 grid points were supplemented by 1507 new points. Calculations at all the additional grid points were done using the same basis set and level of theory as for the original 1003 points. However, for a number of grid points the bond functions were located slightly off the midpoint between the centers of mass, which introduced discrepancies of about 0.01–0.05 kcal/mol in interaction energies. Also, as
in Ref. 20, the monomers were rigid at their average geometries of the ground-state vibration, as postulated in Ref. 24, see also Ref. 25.

The set of configurations obtained from a Monte Carlo simulation naturally does not include dimers with excessively repulsive energy. Since the long-range behavior of the potentials is believed to be already well represented in all SAPT fits (because of the use of independently calculated van der Waals coefficients, see below), only the intermediate- and short-range distances were considered. A short NVT Monte Carlo simulation with periodic boundary conditions was performed at the density of 1 g/cm$^3$ and temperature of 25 °C for 216 SAPT-pp water molecules. An initial configuration of a regular lattice of water molecules with random orientations was first equilibrated using the SAPT-ss PES. The SAPT-pp simulation was then equilibrated for only 20 or so cycles (a cycle is complete when a random move has been attempted on each of the $N$ molecules in the simulation). Another 10 cycles were run and all the pairs with separations less than 7 bohr were listed from the first and last cycle of the last phase of the run to produce a fairly large sample of configurations. Then 201 dimers were chosen randomly from this set.

Initial attempts to fit the original 1003 points with a site–site functional form—of flexibility high enough to achieve reproduction of computed energies with the same accuracy as that of SAPT-pp—were unsuccessful in the sense that the virial coefficient results were not satisfactory, particularly at high temperatures. Apparently the site–site functional form—of flexibility high enough to achieve reproduction of computed energies with the same accuracy as that of SAPT-pp—were unsuccessful in the sense that the virial coefficient results were not satisfactory, particularly at high temperatures. Apparently the site–site functional form—of flexibility high enough to achieve reproduction of computed energies with the same accuracy as that of SAPT-pp—were unsuccessful in the sense that the virial coefficient results were not satisfactory, particularly at high temperatures. Apparently the site–site functional form—of flexibility high enough to achieve reproduction of computed energies with the same accuracy as that of SAPT-pp—were unsuccessful in the sense that the virial coefficient results were not satisfactory, particularly at high temperatures. Apparently the site–site functional form—of flexibility high enough to achieve reproduction of computed energies with the same accuracy as that of SAPT-pp—were unsuccessful in the sense that the virial coefficient results were not satisfactory, particularly at high temperatures. Apparently the site–site functional form—of flexibility high enough to achieve reproduction of computed energies with the same accuracy as that of SAPT-pp—were unsuccessful in the sense that the virial coefficient results were not satisfactory, particularly at high temperatures. Apparently the site–site functional form—of flexibility high enough to achieve reproduction of computed energies with the same accuracy as that of SAPT-pp—were unsuccessful in the sense that the virial coefficient results were not satisfactory, particularly at high temperatures. Apparently the site–site functional form—of flexibility high enough to achieve reproduction of computed energies with the same accuracy as that of SAPT-pp—were unsuccessful in the sense that the virial coefficient results were not satisfactory, particularly at high temperatures. Apparently the site–site functional form—of flexibility high enough to achieve reproduction of computed energies with the same accuracy as that of SAPT-pp—were unsuccessful in the sense that the virial coefficient results were not satisfactory, particularly at high temperatures. Apparently the site–site functional form—of flexibility high enough to achieve reproduction of computed energies with the same accuracy as that of SAPT-pp—were unsuccessful in the sense that the virial coefficient results were not satisfactory, particularly at high temperatures. Apparently the site–site functional form—of flexibility high enough to achieve reproduction of computed energies with the same accuracy as that of SAPT-pp—were unsuccessful in the sense that the virial coefficient results were not satisfactory, particularly at high temperatures. Apparently the site–site functional form—of flexibility high enough to achieve reproduction of computed energies with the same accuracy as that of SAPT-pp—were unsuccessful in the sense that the virial coefficient results were not satisfactory, particularly at high temperatures. Apparently the site–site functional form—of flexibility high enough to achieve reproduction of computed energies with the same accuracy as that of SAPT-pp—were unsuccessful in the sense that the virial coefficient results were not satisfactory, particularly at high temperatures. Apparently the site–site functional form—of flexibility high enough to achieve reproduction of computed energies with the same accuracy as that of SAPT-pp—were unsuccessful in the sense that the virial coefficient results were not satisfactory, particularly at high temperatures. Apparently the site–site functional form—of flexibility high enough to achieve reproduction of computed energies with the same accuracy as that of SAPT-pp—were unsuccessful in the sense that the virial coefficient results were not satisfactory, particularly at high temperatures. Apparently the site–site functional form—of flexibility high enough to achieve reproduction of computed energies with the same accuracy as that of SAPT-pp—were unsuccessful in the sense that the virial coefficient results were not satisfactory, particularly at high temperatures. Apparently the site–site functional form—of flexibility high enough to achieve reproduction of computed energies with the same accuracy as that of SAPT-pp—were unsuccessful in the sense that the virial coefficient results were not satisfactory, particularly at high temperatures. Apparently the site–site functional form—of flexibility high enough to achieve reproduction of computed energies with the same accuracy as that of SAPT-pp—were unsuccessful in the sense that the virial coefficient results were not satisfactory, particularly at high temperatures. Apparently the site–site functional form—of flexibility high enough to achieve reproduction of computed energies with the same accuracy as that of SAPT-pp—were unsuccessful in the sense that the virial coefficient results were not satisfactory, particularly at high temperatures. Apparently the site–site functional form—of flexibility high enough to achieve reproduction of computed energies with the same accuracy as that of SAPT-pp—were unsuccessful in the sense that the virial coefficient results were not satisfactory, particularly at high temperatures. Apparently the site–site functional form—of flexibility high enough to achieve reproduction of computed energies with the same accuracy as that of SAPT-pp—were unsuccessful in the sense that the virial coefficient results were not satisfactory, particularly at high temperatures. Apparently the site–site functional form—of flexibility high enough to achieve reproduction of computed energies with the same accuracy as that of SAPT-pp—were unsuccessful in the sense that the virial coefficient results were not satisfactory, particularly at high temperatures. Apparently the site–site functional form—of flexibility high enough to achieve reproduction of computed energies with the same accuracy as that of SAPT-pp—were unsuccessful in the sense that the virial coefficient results were not satisfactory, particularly at high temperatures. Apparently the site–site functional form—of flexibility high enough to achieve reproduction of computed energies with the same accuracy as that of SAPT-pp—were unsuccessful in the sense that the virial coefficient results were not satisfactory, particularly at high temperatures. Apparently the site–site functional form—of flexibility high enough to achieve reproduction of computed energies with the same accuracy as that of SAPT-pp—were unsuccessful in the sense that the virial coefficient results were not satisfactory, particularly at high temperatures. Apparently the site–site functional form—of flexibility high enough to achieve reproduction of computed energies with the same accuracy as that of SAPT-pp—were unsuccessful in the sense that the virial coefficient results were not satisfactory, particularly at high temperatures. Apparently the site–site functional form—of flexibility high enough to achieve reproduction of computed energies with the same accuracy as that of SAPT-pp—were unsuccessful in the sense that the virial coefficient results were not satisfactory, particularly at high temperatures. Apparently the site–site functional form—of flexibility high enough to achieve reproduction of computed energies with the same accuracy as that of SAPT-pp—were unsuccessful in the sense that the virial coefficient results were not satisfactory, particularly at high temperatures. Apparently the site–site functional form—of flexibility high enough to achieve reproduction of computed energies with the same accuracy as that of SAPT-pp—were unsuccessful in the sense that the virial coefficient results were not satisfactory, particularly at high temperatures. Apparently the site–site functional form—of flexibility high enough to achieve reproduction of computed energies with the same accuracy as that of SAPT-pp—were unsuccessful in the sense that the virial coefficient results were not satisfactory, particularly at high temperatures. Apparently the site–site functional form—of flexibility high enough to achieve reproduction of computed energies with the same accuracy as that of SAPT-pp—were unsuccessful in the sense that the virial coefficient results were not satisfactory, particularly at high temperatures. Apparently the site–site functional form—of flexibility high enough to achieve reproduction of computed energies with the same accuracy as that of SAPT-pp—were unsuccessful in the sense that the virial coefficient results were not satisfactory, particularly at high temperatures. Apparently the site–site functional form—of flexibility high enough to achieve reproduction of computed energies with the same accuracy as that of SAPT-pp—were unsuccessful in the sense that the virial coefficient results were not satisfactory, particularly at high temperatures. Apparently the site–site functional form—of flexibility high enough to achieve reproduction of computed energies with the same accuracy as that of SAPT-pp—were unsuccessful in the sense that the virial coefficient results were not satisfactory, particularly at high temperatures. Apparently the site–site functional form—of flexibility high enough to achieve reproduction of computed energies with the same accuracy as that of SAPT-pp—were unsuccessful in the sense that the virial coefficient results were not satisfactory, particularly at high temperatures. Apparently the site–site functional form—of flexibility high enough to achieve reproduction of computed energies with the same accuracy as that of SAPT-pp—were unsuccessful in the sense that the virial coefficient results were not satisfactory, particularly at high temperatures.

Additional 51 points were calculated in the dimer acceptor tunneling region. The tunneling pathway is shown in Fig. 1 of Ref. 22. First, 18 points were calculated for a linear hydrogen bond ($\alpha=0$, cf. Fig. 1) with $R=5.62$ bohr. The acceptor angle ($\theta$ in Fig. 1) took on the following five values: 122°, 150°, 180°, 210°, and 238°. The angle associated with the torsion of the donor molecule around the axis joining the centers of mass (COM) took on the values of 0° (initial configuration), 30°, 60°, and 90° (two points among the 20 combinations of angles are redundant). An analogous scan was conducted for the nonlinear hydrogen bond with the angle $\alpha$ equal to 6.8° (the donor torsion was still around the axis connecting COMs and the torsion angle was the dihedral angle defined by this axis and the donor planes before and after the rotation). Both scans were then repeated for $R=5$ bohr. The whole grid produces 72 points, however, a number of them were already included in the regular grid so that only 51 new points were computed. The final data set used in the fitting of the new pair potential contained SAPT interaction energies computed on a grid of 2510 dimer geometries. After the fit had been generated, we found that energies at two of the grid points were in error of about 0.3 kcal/mol due to mistakes in input data. However, this had a negligible influence on the fit since its predictions for these

<table>
<thead>
<tr>
<th>Site</th>
<th>$X$ (bohr)</th>
<th>$Y$ (bohr)</th>
<th>$Z$ (bohr)</th>
<th>elst.</th>
<th>exp.</th>
<th>ind./disp.</th>
</tr>
</thead>
<tbody>
<tr>
<td>O</td>
<td>0.0</td>
<td>0.0</td>
<td>0.1246319249</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>H</td>
<td>-1.4536519623</td>
<td>0.0</td>
<td>-0.9970553993</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>H</td>
<td>1.4536519623</td>
<td>0.0</td>
<td>-0.9970553993</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>D1</td>
<td>0.0</td>
<td>0.2067213</td>
<td>-0.247160511</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>D1</td>
<td>0.0</td>
<td>-0.2067213</td>
<td>-0.247160511</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>D2</td>
<td>0.0</td>
<td>0.20</td>
<td>0.25</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>D2</td>
<td>0.0</td>
<td>-0.20</td>
<td>0.25</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>D3</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
</tbody>
</table>
points agreed to 0.04 kcal/mol with the correct interaction energies.

III. SAPT-5s FIT

Applying prior experience, a new site–site pair potential, SAPT-5s, was fitted to the 2510 dimer energies. The “‘5’” and “‘5’” stand for 5 (symmetrically distinct) sites on each monomer. The positions of the sites along with the roles they play for the new potential are provided in Table I and illustrated in Fig. 2. The new functional form is

\[
E_{\text{int}} = \sum_{a \in A, b \in B} \left[ f_1(\delta_{ab}^1, R_{ab})Q_a Q_b R_{ab} + g_{ab}(R_{ab})Q_{ab} - \beta_{ab} R_{ab} \right] + \sum_{n=6,8,10} f_n(\delta_{ab}^n, R_{ab}) \frac{C_{ab}^{(n)}}{(R_{ab})^n},
\]

(1)

where the sum extends over all sites \(a(b)\) in molecule \(A (B)\). The first term represents the Coulombic interactions between sites. As is commonly done in angular expansions such as SAPT-pp, but not often in site–site forms, this term has been damped using the Tang–Toennies function,\(^{11}\)

\[
f_n(\delta,R) = 1 - e^{-\delta R} \sum_{m=0}^{n} (\delta R)^m/m!
\]

(2)

Damping is particularly important for site–site models where the sites can get much closer than the center of mass separation used in the angular expansion while the dimer is still in an energetically important region.

The three distinct charges (at five positions) were determined by a least-squares fit to the center of mass monomer multipole moments. These moments were computed \(ab\ initio\) at the MBPT3 level with orbital relaxation using the POLCOR program of Wormer and Hettema\(^{26,27}\) and the finite-field method. The monomer-centered part of the basis set used in the dimer calculations was employed. A weighting factor of \(10^{-31-l-k}\) (where \(l\) and \(k\) enumerate the multipole moment components connected with spherical harmonics \(Y_{lk}\), or more precisely with their tesseral form) assured that the dipole and quadrupole moments were reproduced with very high accuracy, while confining the higher moments to reasonable values. The highest \(l\) value was equal to 8. The total charge was enforced to be zero. The positions of the off-atomic sites, \(D1\), constrained to preserve the \(C_{2v}\) symmetry of the monomer, were optimized during the fitting process.

The \(ab\ initio\) calculated multipole moments are compared with values resulting from the fitted charges and experimental data\(^{30,31}\) in Table II. Also quantities resulting
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**FIG. 3.** Electrostatic potential around a water molecule at 5 and 10 bohr. Compared are calculations conducted with SAPT-ss charges (dashed line), SAPT-5s charges (dotted line), and the multipole expansion (solid line). The angles \(\theta\) and \(\phi\) are polar angles of a point in space around a water molecule located in the \(x-z\) plane with its center of mass at the origin of the coordinate system and with the oxygen on the positive \(z\) axis. From top to bottom \(\phi = 0^\circ, 30^\circ, 60^\circ,\) and \(90^\circ\). The potential is in millivolts.
from SAPT-ss charges. Notice that although SAPT-ss is not a very accurate fit, its charges—which were free parameters of the dimer fit—give the three lowest multipole moments which agree with experimental values very well. While the higher multipole moments computed from the SAPT-5s fitted charges seem to be significantly different from the \emph{ab initio} directly computed values, it is important to note that these high moments make rather small contributions to the electrostatic potential of a molecule. This potential is shown in Fig. 3 as defined by SAPT-5s charges, SAPT-ss charges, and the multipole expansion using the multipoles from the SAPT-pp potential at 5 and 10 \, bohr. At both distances, even at the very short separation of 5 \, bohr, the electrostatic potentials produced by the SAPT-5s and SAPT-ss charges agree very well with the multipole expansion.

The second term in Eq. (1) represents the exponentially decaying portion of the potential. The polynomial

\[ g(R) = \kappa \left( 1 + \sum_{m=1}^{3} a_m R^m \right), \tag{3} \]

where \( \kappa \) is an appropriate energy unit, has the effect of increasing the flexibility of the fit. It is physically motivated by the fact that exponential contributions are not limited to the repulsive exchange energy, and some of them may be attractive. Incorporation of the polynomial represents the sum of all such contributions more closely than a single exponential term. The positions of the \( D_2 \) and \( D_3 \) sites utilized by the exponential term were determined by rough optimizations.

The third term in Eq. (1) represents the induction and dispersion energies. The \( C_{6a}^{ab}, C_{8a}^{ab}, \) and \( C_{10b}^{ab} \) terms are least-squares fitted to the asymptotic induction and dispersion energies calculated—using the center of mass van der Waals coefficients—on a grid of 2510 points with the same angular orientations as the SAPT energy data set, but with \( R \) incremented by 3 \, \AA. The center of mass coefficients were obtained using the POLCOR programs\textsuperscript{26,27} applying the level of theory and basis set compatible with the SAPT calculations. The induction–dispersion sites were placed only on the atomic nuclei. The unweighted standard deviation per point of this fit was 0.002 kcal/mol for the 2510 points. Thus, the discrepancies between the fit and the original expansion are too small to be visible in a figure.

\begin{table}[h]
\centering
\caption{SAPT-5s charges.}
\begin{tabular}{ll}
\hline
Site & Charge \\
\hline
O & 0.258 504 6 \\
H & 0.564 050 4 \\
D1 & -0.693 302 7 \\
\hline
\end{tabular}
\end{table}

\begin{table}[h]
\centering
\caption{SAPT-5s induction/dispersion coefficients. Units are (kcal/mol) \AA\textsuperscript{a}, \( n = 6,8,10 \).}
\begin{tabular}{llll}
\hline
\text{a} & \text{b} & \text{\(-C_{6a}\)} & \text{\(-C_{8a}\)} & \text{\(-C_{10b}\)} \\
\hline
O & O & 418.942 352 0 & 38 830 405 165 3 & 462 206 934 091 8 \\
H & O & 410.613 776 4 & 12 799 755 542 6 & 145 609 693 716 4 \\
H & H & -41.983 363 3 & 1069.181 481 8 & -4294.749 354 8 \\
\hline
\end{tabular}
\end{table}

\begin{table}[h]
\centering
\caption{SAPT-5s electrostatic damping parameters.}
\begin{tabular}{lll}
\hline
\text{a} & \text{b} & \text{\( \delta_1 \)} \\
\hline
O & O & 5.301 884 0 \\
H & O & 1.402 646 2 \\
H & H & 1.377 770 2 \\
D1 & O & 4.882 578 6 \\
D1 & H & 1.450 608 3 \\
D1 & D1 & 1.624 799 7 \\
\hline
\end{tabular}
\end{table}

\begin{table}[h]
\centering
\caption{SAPT-5s induction/dispersion damping parameters.}
\begin{tabular}{llll}
\hline
\text{a} & \text{b} & \text{\( \delta_6 \)} & \text{\( \delta_8 \)} & \text{\( \delta_{10} \)} \\
\hline
O & O & 1.281 740 0 & 2.116 748 7 & 6.240 580 2 \\
H & O & 9.371 677 6 & 1.035 983 7 & 3.040 973 4 \\
H & H & 5.829 203 2 & 4.950 618 1 & 3.543 817 5 \\
\hline
\end{tabular}
\end{table}

Once the charges, \( Di \) site positions, and \( C_{6a}^{ab}, C_{8a}^{ab}, \) and \( C_{10b}^{ab} \) parameters were established, they were kept constant, i.e., they were not free parameters of the overall fit. This constrained these long-range electrostatic, induction, and dispersion terms to reproduce the asymptotic energies they were intended for, just like the explicitly calculated van der Waals coefficients did for the SAPT-pp PES. We have found that this was critical for getting a reasonably behaving fit. Attempts at unrestricted optimizations ended up with fits which reproduced the computed points very well, but gave unreasonable predictions of observables and independent check points.

Finally, the damping parameters (\( \delta_n^{ab} \)), exponents (\( \alpha_{ab}, \beta_{ab} \)), and coefficients of the polynomial multiplying the exponential term (\( \alpha_m \)), 65 free parameters in total, were fitted to the set of 2510 data points. The weighting function

\[ w = \left( \frac{1}{E + 5.5 \text{ kcal/mol}} \right)^2 \tag{4} \]

was used to ensure a good fit to the low-energy configurations. The parameters of the SAPT-5s PES are provided in Tables III–VIII and a subroutine to calculate the interaction energies is available.\textsuperscript{32}

Table IX presents the unweighted standard deviations per point for various fits. The deviations computed including all grid points do not provide the complete picture since such deviations are dominated by contributions from points high on the repulsive wall, less relevant for physical applications. Therefore we also give in Table IX deviations for points with energies less than 10 kcal/mol and with negative energies. As this table shows, the unweighted standard deviation per point is only 0.16 kcal/mol for the most relevant region with energies less than 10 kcal/mol, i.e., it is smaller than the estimated uncertainties of the \emph{ab initio} points (about 0.3 kcal/mol near the minimum) showing that the accuracy of SAPT-5s is very satisfactory.

To investigate the accuracy of the SAPT-5s potential in regions not represented by the 2510 data points used in its generation, additional 50 points were computed by searching for “holes” in the 2510 point data set. In order to determine where the holes were, a criteria describing the “distance”...
The interaction energies are plotted versus the fit 2510 points. The quality of the SAPT-5s PES is also illustrated in Fig. 4, which are similar to the errors in points used in the fit. The unweighted standard deviation per point was 0.42 kcal/mol for all 50 points and the calculated energies were computed as

\[ D = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (R_{XY} - R'_{XY})^2}. \]

For each random dimer the smallest \( D \), denoted by \( D_{\text{min}} \), defines the “distance” between this dimer and the 2510 point set. The 10 points with the largest \( D_{\text{min}} \) in each of the five \( R \) bins were taken as the 50 geometries least well represented in the 2510 point data set. SAPT runs were carried out for these 50 points and the calculated energies were compared with the values predicted by the fit. The unweighted standard deviation per point was 0.42 kcal/mol for all 50 points, 0.20 kcal/mol for points with energies less than 10 kcal/mol, and 0.02 kcal/mol for points with negative energies, which are similar to the errors in points used in the fit. The quality of the SAPT-5s PES is also illustrated in Fig. 4, where the interaction energies are plotted versus the 2510 fit values (circles) and the 50 additional points not used in the fit (triangles). The virtual indistinguishability of the range of scatters indicates that SAPT-5s predicts dimer energies for geometries not used in the fit equally well as it does for those used in the fit. Both the plot and the standard deviations show that SAPT-5s should be an adequate approximation of the \textit{ab initio} interaction energy in regions not well represented by the 2510 grid points.

Since the parts of the potential function containing inverse powers of \( R \) tend to minus infinity as \( R \) approaches zero while the exponential terms tend to a constant, the potentials become unphysical for very small \( R \). This behavior happens for values of \( R \) which are irrelevant for virtually all physical problems. Nevertheless, some of our previous potentials have been regularized at small \( R \). We checked that SAPT-5s shows unphysical behavior not earlier than after reaching about 60 kcal/mol on the repulsive wall. Therefore, regularization was not needed.

### IV. COMPARISON OF SAPT-5s WITH SAPT-pp

Table IX shows that the fit quality of SAPT-5s on the 1003 original points is somewhat better than the quality of SAPT-pp on the same points, despite the fact that SAPT-5s was fitted to the larger set of 2510 points. This indicates that site-site fits can reach accuracy comparable to more sophisticated angular expansion fits. One should point out that this is achieved with a smaller number of free parameters. There were 65 such parameters used in SAPT-5s, while each of the five separately fitted interaction energy component contributing to SAPT-pp used 106 or 107 free parameters. Even more importantly, SAPT-5s is much less time consuming to compute, in fact, by as much as 1400 times less.

High accuracy in reproducing fitted points may be achieved at the cost of poor predictions in the regions less densely covered by the grid. As discussed in the preceding section, this is not the case for SAPT-5s. However, based on our experience from the early stages of this work we suspected that the SAPT-pp form is better than SAPT-5s in predicting new points. To check this we obtained the SAPT-5s form fit to the original 1003 points only and this fit will be denoted by SAPT-5s/1003. As can be seen in Table IX, the unweighted standard deviations of this fit on the set of 1003 points are virtually the same as those of SAPT-5s and therefore are somewhat better than those produced by SAPT-pp. However, when the SAPT-5s/1003 fit was applied to predict the energies for the 2510 point data set, the stan-

### Table VII. SAPT-5s exponential parameters.

<table>
<thead>
<tr>
<th>Site</th>
<th>( a )</th>
<th>( b )</th>
<th>( \alpha )</th>
<th>( \beta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>O</td>
<td>O</td>
<td>14.6457300</td>
<td>3.9653333</td>
<td>3</td>
</tr>
<tr>
<td>H</td>
<td>O</td>
<td>7.5142110</td>
<td>3.3134498</td>
<td>8</td>
</tr>
<tr>
<td>H</td>
<td>H</td>
<td>7.3488991</td>
<td>2.4142921</td>
<td>1</td>
</tr>
<tr>
<td>D2</td>
<td>O</td>
<td>11.2060117</td>
<td>3.9634120</td>
<td>0</td>
</tr>
<tr>
<td>D2</td>
<td>H</td>
<td>9.7649989</td>
<td>3.4217174</td>
<td>4</td>
</tr>
<tr>
<td>D2</td>
<td>D2</td>
<td>5.5646260</td>
<td>3.9611226</td>
<td>6</td>
</tr>
<tr>
<td>D3</td>
<td>O</td>
<td>6.5618764</td>
<td>3.9767526</td>
<td>4</td>
</tr>
<tr>
<td>D3</td>
<td>H</td>
<td>4.9867889</td>
<td>3.1725653</td>
<td>3</td>
</tr>
<tr>
<td>D3</td>
<td>D2</td>
<td>6.5971413</td>
<td>3.9680667</td>
<td>7</td>
</tr>
<tr>
<td>D3</td>
<td>D3</td>
<td>3.6913373</td>
<td>3.9871502</td>
<td>2</td>
</tr>
</tbody>
</table>

### Table VIII. SAPT-5s coefficients of polynomial multiplying the exponential term.

<table>
<thead>
<tr>
<th>Site</th>
<th>( a )</th>
<th>( b )</th>
<th>( c )</th>
<th>( d )</th>
</tr>
</thead>
<tbody>
<tr>
<td>O</td>
<td>698033.8268711</td>
<td>3.9216980</td>
<td>0.06740784</td>
<td>0.07939182</td>
</tr>
<tr>
<td>O</td>
<td>234074.6806682</td>
<td>3.9216980</td>
<td>0.06740784</td>
<td>0.07939182</td>
</tr>
<tr>
<td>O</td>
<td>17574.6806682</td>
<td>3.9216980</td>
<td>0.06740784</td>
<td>0.07939182</td>
</tr>
<tr>
<td>O</td>
<td>9216980.06682</td>
<td>3.9216980</td>
<td>0.06740784</td>
<td>0.07939182</td>
</tr>
<tr>
<td>O</td>
<td>34574.6806682</td>
<td>3.9216980</td>
<td>0.06740784</td>
<td>0.07939182</td>
</tr>
</tbody>
</table>
TABLE IX. Unweighted standard deviation per point (in kcal/mol) for SAPT-pp, SAPT-5s, and SAPT-5s fitted to 1003 points only. The consecutive pairs of columns are for the total set of 1003 (2510) data points, its subset of 984 (2083) points whose energies are less than 10 kcal/mol, and the 467 (1045) points with negative energies.

<table>
<thead>
<tr>
<th></th>
<th>All</th>
<th>$E_{\text{int}}&lt;10$</th>
<th>$E_{\text{int}}&lt;0$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1003</td>
<td>2510</td>
<td>1003</td>
</tr>
<tr>
<td>SAPT-pp</td>
<td>0.31</td>
<td>2.5</td>
<td>0.20</td>
</tr>
<tr>
<td>SAPT-5s</td>
<td>0.16</td>
<td>0.37</td>
<td>0.15</td>
</tr>
<tr>
<td>SAPT-5s/1003$^a$</td>
<td>0.14</td>
<td>12.2</td>
<td>0.12</td>
</tr>
</tbody>
</table>

$^a$The SAPT-5s form fit to the 1003 point set used in Ref. 20.

standard deviations were larger than those given by SAPT-pp, except in the region where the potential is negative. The latter effect is probably due to the very strong weighting of the well region by Eq. (4) in comparison to the weights used in fitting SAPT-pp. The finding that SAPT-5s/1003 performs worse than SAPT-pp in predicting the interaction energies for points not used in the fitting process explains our initial difficulties with flexible site–site fit forms and confirms the necessity of the increase of the number of grid points.

One may want to find reasons why the simpler SAPT-5s form is able to surpass the accuracy of the SAPT-pp form, while at the same time predictions for the points not used in the fit seem to be more robust for SAPT-pp. We believe that the main advantages of SAPT-5s come from its distributed character which is more suitable for modeling the features of the potential energy surface related to the shapes of molecules. The better predictive power of SAPT-pp is probably due to the fact that SAPT-pp was fitted component-by-component, while SAPT-5s was fitted to the total interaction energy. Each component exhibits a much more monotonic dependence on the geometry of the dimer than the total potential, therefore it is simpler to fit. Also the weights used in fitting SAPT-pp were adjusted to each component and were different than given by Eq. (4), probably better emphasizing the importance of various regions of configuration space. One could use, of course, the SAPT-5s functional form to fit individual interaction energy components, but in view of excellent performance of the current SAPT-5s fit this does not appear necessary.

Let us now directly compare the major differences between SAPT-5s and SAPT-pp potentials in various regions. The largest such differences proved to be at short range. For geometries other than the minimum orientation, the SAPT-pp potential produces dimer energies which are too negative inside the well for distances shorter than the minimum energy separation. Figure 5 illustrates this problem by showing two radial cuts through the SAPT-pp and SAPT-5s PESs. The top scan passes through the dimer minimum geometry as defined by SAPT-5s ($\alpha=6.3^\circ$ and $\theta=127^\circ$, from Fig. 1) and the lower scan passes through the configuration of a dimer in the trimer cyclic planar structure with the hydrogen bonds deviating $21.2^\circ$ from linearity (COM–COM–H angle). None of the $ab\ initio$ points shown in Fig. 5 have been used in either fit, therefore the figure demonstrates well the better predictive power of SAPT-5s. On the upper curve, going through the global minimum, SAPT-pp performs equally well as SAPT-5s. The reason is that this curve passes very near the region well covered in the original 1003 point set. In contrast, this set contained few points in the region related to the trimer configurations. In general, SAPT-pp is a very good approximation to the computed points in the region well represented by the original set of 1003 data points. In the trimer configuration region, which was not well sampled by this set, the SAPT-pp curve is too deep at separations shorter than $R_{\text{min}}$. In contrast, SAPT-5s provides an excellent approximation to the computed points in both regions. An insufficient number of original points lying in the well inside the minimum separation is itself a cause for the discussed behavior of SAPT-pp. The other reason is that the angular expansion centered on the centers of mass may have troubles dealing with charge overlap effects experienced by atomic sites which get close to each other while $R$ is still large. In such cases, the site–site exponential terms may represent the physical effects of overlap better than the single-center angular expansion.

Further comparisons of results obtained with the SAPT-pp and SAPT-5s potentials will be presented later in this paper. It will be seen that SAPT-5s reproduces the $ab$
initio minimum geometry better than SAPT-pp which is clearly related to the weighting differences discussed above. At low temperatures the SAPT-pp/ss combination gives somewhat better second virial coefficients than SAPT-5s does but we find this to be an artifact given by the SAPT-ss fit. Also the dimer spectra have been computed with SAPT-ss but we find this to be an artifact given by the SAPT-ss combination.

V. ANALYSIS OF SAPT-5s POTENTIAL ENERGY SURFACE

A. Minimum

1. Geometry

The minimum energy and configuration predicted by the SAPT-5s potential are compared in Table X with experimental values and recent large-scale calculations for the water dimer. The “r_0” geometry and in some cases search for the total minimum on the dimer surface including a variation of monomer internal coordinates, while SAPT calculations use the ground-state vibrationally averaged, “VRS” geometry (sometimes also denoted by r_0) rigid monomers. Table X shows that the SAPT-5s dimer minimum parameters are very close to the SAPT values computed ab initio showing again the excellent quality of the fit. All the calculations listed in Table X, except for SAPT-pp, predict the angular orientation of the water monomers to within experimental error limits. (Notice that in Table X for the purpose of comparison with literature the angles are measured with respect to the line connecting the oxygens rather than the centers of mass of each monomer.) The situation is quite different for the equilibrium minimum R_{OO} separation and in fact this issue has been somewhat of a controversial subject in recent years. Results from various calculations spanned a wide range of values. Even the two most advanced minimizations, by Schütz et al. and Halkier et al.—performed using the coupled cluster method with single, double, and noniterative triple excitations [CCSD(T)] and medium-size spdf basis sets of comparable quality—differ by as much as 0.06 bohr. In this case the discrepancy can be related to the fact that the former result was corrected for the basis set superposition error (BSSE) with the counterpoise (CP) correction of Boys and Bernardi while the latter was not. Moreover, most of the calculations produced R_{OO} much shorter (of the order of 0.1 bohr) than the generally accepted “experimental” value of the equilibrium R_{OO} separation equal to 5.578 bohr. This value was inferred by Odutola and Dyke from the measured rotational constants. First, using a rigid monomer model they deduced <R_{OO}^2>^{1/2} = 5.624 ± 0.008 bohr. Then, using a diatomic molecule model they estimated that the effect of anharmonicity leads to R_{OO} much shorter than <R_{OO}^2>^{1/2}, giving the equilibrium separation quoted above. Notice that the error bars of this value are unknown and are certainly larger than 0.008 bohr. Recently, Klopper, van Duijneveldt-van de Rijdt, and van Duijneveldt performed an elaborate search for the minimum geometry using large-scale MP2-MBPT2 through CCSD(T) calculations with interaction-optimized orbital basis sets as well as with explicitly correlated bases and extrapolation techniques. Their final estimate of 5.503 ± 0.01 bohr is most likely the definitive result, however, it is rather far from the value deduced from experiment.

Our calculations described in paper II bring a resolution to this issue. The value of <R_{OO}^2>^{1/2} computed on the
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SAPT-5s potential is 5.706 bohr for the ground state, \( J=K=0 \), and 5.701 bohr for the \( J=1 \), \( K=0 \) state. Since the rotational constants are obtained both in experiment and in theory from the difference of the rotational energies of these two states, we take the average of the two distances. Since \( R_{OO,0} = 5.584 \) bohr for SAPT-5s, this gives \( \Delta R_{OO} = \langle R_{OO}^2 \rangle^{1/2} - R_{OO,0} = 0.119 \) bohr. This value subtracted from the experimental \( \langle R_{OO}^2 \rangle^{1/2} \) gives 5.505 bohr as the new "experimental" equilibrium separation \( R_{OO,\text{e}} \), in excellent agreement with the calculation of Klopper et al.\textsuperscript{38} Use of SAPT-5s gives a slightly smaller value of 5.491 bohr. Thus, we recommend 5.50 ± 0.01 bohr as the best current experimental/theoretical estimate of \( R_{OO,\text{e}} \). All the SAPT O–O distances were computed from center of mass separations using the SAPT-5s monomer orientation from Table X.

Although an excellent agreement between theory and experiment has been reached, one should point out that the compared values of \( R_{OO,\text{e}} \) do not represent exactly the same quantity due to different treatments of monomer’s geometry. The experimental value of \( \langle R_{OO}^2 \rangle^{1/2} \) was obtained from measured rotational constants by assuming rigid water monomers at their experimental equilibrium geometry. The SAPT-5s potential was also obtained for rigid monomers but at a different, \( \langle r \rangle_0 \), geometry (this, however, must have had a very small effect on \( \Delta R_{OO} \)). In contrast, calculations of Ref. 38 partially optimized the internal monomer coordinates. One of these coordinates, the donor O–H bond length, is increased by 0.012 bohr, while the others are virtually unchanged. This is a rather small effect but comparable to the error estimates of the discussed quantities. One may point out in this connection that the extraction of the “experimental” equilibrium O–O distance is inherently not a well-defined problem.

Table X shows that the SAPT-5s equilibrium O–O separation is about 0.08 bohr too large. One reason is, of course, that the basis set and the level of theory in SAPT \textit{ab initio} calculations is partly based on the two MBPT2 results quoted in Table X: by Schütz et al.\textsuperscript{34} in an extremely large basis set of 1046 functions and by Klopper and Lüthi\textsuperscript{36} in an explicitly correlated basis with the orbital part including 444 functions. For comparison, our basis consists of 112 functions at the dimer-centered plus basis set (DC\textsuperscript{3} BS) level.\textsuperscript{20} The increase of \( D_e \) achieved in Ref. 38 compared to Refs. 34 and 36 results from the relaxation of the monomer’s geometry—which contributes 0.06 kcal/mol—and from the use of the CCSD(T) method—0.02 kcal/mol.

The SAPT minimum depth of 4.86 kcal/mol agrees fairly well with the limit value of 5.02 kcal/mol, however, this comparison is not fully meaningful due to the different geometries used to obtain the two results. The \( \langle r \rangle_0 \) monomer geometry used by us increases the magnitude of the interaction energy by about 0.12 kcal/mol relative to the \( r_e \) geometry near the dimer minimum.\textsuperscript{24} On the other hand, the result of Ref. 38 includes monomer relaxation, also increasing the magnitude of \( D_e \). To get a more meaningful comparison we performed a SAPT calculation at the Klopper et al. minimum configuration from Table 6 of Ref. 38, resulting in the interaction energy of −4.763 kcal/mol (calculated with respect to monomers in their dimer geometry\textsuperscript{42}). This should be compared not with \( D_e \) of Ref. 38 but with what they call “vertical” interaction energy. This value can be obtained from the data in the last row of Table 5 of Ref. 38—using their Eq. (6) with the last term neglected—for the value of the deformation parameter \( x=0.83 \). The result is −5.043 kcal/mol, showing that the SAPT basis set incompleteness and theory truncation error amounts to 0.28 kcal/mol (98 cm\(^{-1}\)), slightly more than the earlier estimate of 0.2 kcal/mol.\textsuperscript{24}

Table X includes also an empirical estimate (with a significant theoretical component) of the depth of the minimum equal to \( D_e=5.44 \pm 0.7 \) kcal/mol.\textsuperscript{40} Clearly, experiment is not accurate enough to guide the present-day theory. The theoretical component of this estimate is based on the harmonic approximation of dimer vibrational levels. The harmonic frequencies\textsuperscript{42} used in Ref. 40 differ in some cases by 50% and more from the current best harmonic values for the water dimer. The frequencies of Ref. 43 give the intermolecular zero-point energy (ZPE) of 2.25 kcal/mol while SAPT-5s predicts ZPE of 1.81 kcal/mol (anharmonic value).

The use of the latter value brings the empirical estimate to \( D_e=5.00 \pm 0.7 \) kcal/mol, in a very good agreement with theory. However, the inaccurate frequencies, and in fact the very use of the harmonic frequencies, introduce also an error in the thermal vibrational energy, influencing the empirical estimate of \( D_e \). As discussed below, removal of this uncertainty does not appear possible at the present time.

### 3. Dissociation energy

Knowledge of the difference between the SAPT-5s potential and the exact one near the minimum makes it possible to obtain an estimate of the exact dissociation energy \( D_0 \). The value of \( D_0 \) from the dynamic calculations on the SAPT-5s potential\textsuperscript{22} is 1067 cm\(^{-1}\). Since the shape of the SAPT-5s potential well near the ground state level must be very close to the exact shape, as shown by the agreement of the spectra with experiment, a more accurate calculation would result in an approximately vertical shift of the well. This means that the value of \( D_0 \) computed from SAPT will be incremented by the value of the shift, i.e., by the error of the SAPT-5s potential. This leads to the estimated exact \( D_0 = 1165 \pm 54 \) cm\(^{-1}\), where the error bars—added in the mean-square way—include Klopper’s et al.\textsuperscript{38} estimate of accuracy of \( D_e \) (17 cm\(^{-1}\)), a 1% error of the computed \( D_0 \) due to the
use of 6D dynamics (11 cm$^{-1}$, see below), and an estimated error of assuming the vertical shift (50 cm$^{-1}$). The latter is an order of magnitude estimate equal to the difference of ZPE between SAPT-5s and SAPT-5st potentials and is probably rather generous taking into account that the shift itself is 98 cm$^{-1}$. The best experimental value of $D_0$ is 1168 ± 245 cm$^{-1}$. Our estimate can also be compared to the estimate of Ref. 38 equal to 1154 ± 33 cm$^{-1}$. The latter estimate was obtained by subtracting from $D_0$ the intermolecular ZPE and the change in the intramolecular ZPE. The intermonomer ZPE was taken as an average from several literature calculations (including our own with the SAPT-pp potential) and amounted to 643 cm$^{-1}$. SAPT-5s produces a very close value of 632 cm$^{-1}$. Using the same formula as in Ref. 38 we arrive at $D_0 =$ 1756$-$632=−42=1166±24 cm$^{-1}$, where −42±17 cm$^{-1}$ is the change of intramolecular ZPE.

It may seem counterintuitive that only one of the two methods of estimating $D_0$ made use of the change in the intramolecular ZPE. It has been shown in Ref. 25 that if the monomers are taken in their $r_0$ geometry, the dimer dissociation energy computed with such rigid monomers is very close to the dissociation energy from all-dimensional calculations. For Ar–HF the error of such an approach is only 1% compared to the 4% error obtained when the $r_x$ monomer is used. Thus, an exact 6D potential for water with $(r_0)$ geometry monomers should give $D_0$ to within 11 cm$^{-1}$ (or 1%) of experiment. One may say that the lowering of the dimer potential in the $(r_0)$ geometry compared to the $r_x$ geometry is effectively accounting for the changes in the internal motion of the monomers. In fact, it has been shown in Ref. 25 that the two energetic changes are equal to each other in the lowest order anharmonic approximation. In the case of water dimer the former effect, equal to 0.12 kcal/mol or 42 cm$^{-1}$, is indeed identical to the change of intramolecular ZPE evaluated in Ref. 38. In contrast, when $D_0$ is estimated starting from the value of the global depth of potential $r_x$, very close to the depth of the potential for $r_x$ monomers, the change of intramolecular ZPE has to be accounted for explicitly. One may also remark that the very separation of the ZPE into inter- and intra-molecular components used in the approach of Ref. 38 is rigorous only in the harmonic approximation.

4. Enthalpy of dimerization

The quantity actually measured in Ref. 40 was not $D_0$ but rather the enthalpy of dimerization, $\Delta H(T)$, connected with $D_0$—under assumption of the complete separation of the rotational and vibrational motion—by the formula

$$-D_0 = \Delta H(T) - \Delta E'_{vib,inter}(T) - \Delta E'_{vib,intra}(T) + 4RT,$$  

(6)

where primes are used to point out that only the temperature-dependent components of vibrational thermal energies are included. The contribution from the intramolecular vibrational thermal energy $\Delta E'_{vib,intra}(T)$ is completely negligible. The intermolecular vibrational thermal energy is defined in the harmonic approximation as

$$\Delta E'_{vib,inter}(T) = \frac{\sum_{i=1}^{6} \omega_i^2 \exp(-\omega_i/RT)}{\sum_{i=0}^{\infty} \exp(-\omega_i/RT)} - 1,$$  

(7)

where $\omega_i$ are water dimer fundamental excitation energies. The dissociation energy was not explicitly given in Ref. 40 but can be easily found from quantities reported there at $T = 373$ K: $-D_0 = -3.59 - 2.71 + 2.96 = -3.34 ± 0.7$ kcal/mol = −1168±245 cm$^{-1}$. The uncertainty of the measured enthalpy is 0.5 kcal/mol but in accordance with Ref. 40 we have included an additional 0.2 kcal/mol for the uncertainty of $\Delta E'_{vib,inter}(373$ K). This quantity was calculated in Ref. 40 using harmonic frequencies from Ref. 43 which are significantly different from the current best values (as mentioned above, discrepancies are of the order of 50% and more for some frequencies). The values of $\Delta E'_{vib,inter}(373$ K) from recent calculations are up to 0.1 kcal/mol smaller: 2.61 cm$^{-1}, 2.65$ cm$^{-1}$ (Ref. 38) [based on Tschumper et al. CCSD(T) frequencies], and 2.67 cm$^{-1}$. The SAPT-5s (SAPT-5st) harmonic frequencies give 2.82 (2.72) kcal/mol.

Even if harmonic frequencies were known to within one cm$^{-1}$, this would not result in a more accurate value of $D_0$ due to approximations involved in the derivation of Eqs. (6) and (7). First, the rotational motion is completely separated from the vibrational motion while in an accurate treatment the two are coupled. Next, the harmonic approximation is assumed and the sum over all harmonic levels performed explicitly to give Eq. (7). The harmonic frequencies for water dimer are significantly different from the exact ones. The lowest harmonic frequency of the SAPT-5st potential is 41% too large while the higher ones are about 30% too large. Strictly speaking one cannot replace the harmonic frequencies in Eq. (7) by anharmonic ones since the summation leading to this formula is not valid for anharmonic frequencies. If one computes Eq. (7) with anharmonic frequencies anyway, the result is $\Delta E'_{vib,inter}(373$ K) = 2.90 kcal/mol. [We have used anharmonic frequencies computed on the SAPT-5st potential for the four lowest levels (averages of the levels splitted by tunneling; 86, 112, 121, 140 cm$^{-1}$) and for the remaining two levels lying higher in the spectrum—for which we did not compute anharmonic frequencies—we used the harmonic ones (370 and 565 cm$^{-1}$).] This may indicate that the error estimate of 0.2 kcal/mol for the vibrational component of the thermal energy given in Ref. 40 will be valid even for the exact harmonic frequencies.

The theoretical value of $D_0$ and Eqs. (6) and (7) can be used to estimate $\Delta H(T)$. With SAPT-5st anharmonic (harmonic) frequencies the result is $\Delta H(373$ K) = −3.27 (−3.57) kcal/mol compared to the measured value of −3.59±0.5 kcal/mol. As it is clear from the discussion given above, it is not possible to give any precise estimate of the accuracy of the theoretical numbers. One may wonder whether it would be possible to compute $\Delta H(T)$ from the nearly exact expression

$$-D_0 = \Delta H(T) - \Delta E'_{vib,inter}(T) + \frac{1}{2}RT$$  

(8)

with

$$\Delta E'_{vib,inter}(T) = \frac{\sum_{i=1}^{\infty} \Delta E_i \exp(-\Delta E_i/RT)}{\sum_{i=0}^{\infty} \exp(-\Delta E_i/RT)},$$  

(9)
where the sum is over all intermolecular rovibrational levels (including tunneling splittings) of the water dimer and $\Delta E_i$ are the energies of the levels above the ground state energy ($\Delta E_0 = 0$). This sum cannot be evaluated at the present since calculations for excited rotational states have not yet been performed except for a few lowest ones. Thus, one would need to assume some kind of separation of the rotational motion. Even then converging the sum over the vibrational part may be difficult since high vibrational excitations are difficult to compute accurately.

### B. Saddle points

Millot et al.\textsuperscript{8} have recently examined characteristic points of 14 water dimer potentials. They have shown that predictions from these potentials are dramatically different from each other as well as from \textit{ab initio} computed stationary points of Smith et al.\textsuperscript{47} Both Millot et al. and Smith et al. considered not only saddle points of index 1 (number of negative eigenvalues of the Hessian matrix) but also those of higher indexes. The latter do not appear to be particularly relevant for the tunneling processes in the water dimer, therefore we restrict our discussion to points with index 1.

Searches conducted on the SAPT-5s and SAPT-5st potential energy surfaces revealed three such saddle points, labeled by their symmetries $C_i$, $C_s$, and $C_{2v}$. The corresponding geometries are shown in Fig. 6. Since the structures resulting from the SAPT-5st surface are very similar to those from SAPT-5s, the former ones are not plotted separately. The energies and barriers of the saddle points have been collected in Table XI and compared to the literature data. Of course, the detailed geometries of the characteristic points listed in the different columns are different between various works. However, the global orientations are the same and in particular spatial symmetry is identical unless otherwise noted.

Table XI includes the results for the VRT(ASP–W) potential of Ref. 23. We were not able to reproduce the minimum parameters published by Fellers et al.\textsuperscript{23} with the potential available on the WWW-site of the Saykally group. None of the VRT(ASP–W) barriers computed by us agrees with the ones published in Table 1 of Ref. 23, the differences ranging from a few to about 20 cm$^{-1}$. A possible reason for the discrepancies is a larger convergence threshold used in Refs. 23 and 48. In the discussion which follows we will use characteristic points on the VRT(ASP–W) surface computed by us. In addition to the structures reported by Fellers et al.,\textsuperscript{23} we have found two additional saddle points on their surface, see Table XI and discussion below.

According to SAPT-5s and SAPT-5st surfaces, the lowest saddle point is the structure $C_s$. This structure is particularly important since most likely it lies on the primary pathway of the acceptor tunneling. In the calculations of Smith et al.\textsuperscript{47} the lowest saddle point was a nonplanar structure $C_i$, labeled “structure 2”, while $C_s$, labeled “structure 3”, showed up as a saddle point with index 2 (its index is 1 for all other calculations in Table XI) and the energy higher than

<table>
<thead>
<tr>
<th>Minimum</th>
<th>$C_1$ acceptor</th>
<th>$C_s$ intercal</th>
<th>$C_{2v}$ bifurcation</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAPT-5s</td>
<td>$-4.861$</td>
<td>$156$</td>
<td>$185$</td>
</tr>
<tr>
<td>SAPT-5st</td>
<td>$-5.029$</td>
<td>$222$</td>
<td>$248$</td>
</tr>
<tr>
<td>VRT(ASP–W) (Ref. 23)</td>
<td>$-4.91$</td>
<td>$157$</td>
<td>$207$</td>
</tr>
<tr>
<td>VRT(ASP–W)$^a$</td>
<td>$-4.903$</td>
<td>$155$</td>
<td>$228$</td>
</tr>
<tr>
<td>MBPT2$^d$</td>
<td>$-5.42$</td>
<td>$206$</td>
<td>$238^a$</td>
</tr>
<tr>
<td>MBPT4$^d$</td>
<td>$-5.40$</td>
<td>$206$</td>
<td>$259^d$</td>
</tr>
</tbody>
</table>

$^a$Computed in the present work using the FORTRAN subroutine from Ref. 23 (www.chem.berkeley.edu/rjgrp/).
$^b$Nonplanar structure of $C_s$ symmetry.
$^c$Nonplanar structure of $C_{2v}$ symmetry, similar to “structure 5” of Ref. 47.
$^d$Ab initio gradient search of Smith et al. (Ref. 47) using 6-311+G(d,p) basis and MBPT2 level of theory.
$^e$CP-uncorrected MBPT2 and MBPT4 energies and barriers listed here used geometries optimized in this way and the 6-311+G(2df,2p) basis. All calculations of Ref. 47 assumed frozen core approximation.
$^f$Saddle point of index 2; geometry optimization and energy calculation in 6-31G(d,p) basis (Ref. 47).
$^g$Saddle point of index 2; calculation at the MBPT2/6-31+G(d,p) optimized geometry in 6-31G(2df,2p) basis (Ref. 47).

![FIG. 6. Saddle points on the SAPT-5s surface.](image-url)
that of $C_1$. Small energy difference between $C_1$ and $C_1$ and the sensitivity of the index of $C_s$ to theory level and basis set indicated the flatness of the potential in this region. In fact, the saddle $C_1$ did not appear at all at the Hartree–Fock level of theory. The structure $C_s$ has not been detected on SAPT-5s and SAPT-5st surfaces.

Tuning of the SAPT-5s potential (see paper II) resulted in significantly higher barriers. The increases vary from about 30 to 120 cm$^{-1}$ in significantly higher barriers. The increase in the $C_s$ barrier heights correlates well with the decrease of the calculated acceptor tunneling splittings upon using SAPT-5st instead of SAPT-5s. This change improved the agreement of SAPT results with experiment.

The $C_1$ barrier of the VRT(ASP–W) potential agrees reasonably well with SAPT-5s $C_s$ barrier but not with SAPT-5st barrier. This is rather surprising since both SAPT-5st and VRT(ASP–W) reproduce the acceptor tunneling splittings very well, being empirically adjusted for this. This shows that heights of barriers themselves are not the only criterion for reaching agreement with experiment. We have found an additional saddle point on the VRT(ASP–W) surface related to acceptor tunneling with energy very close to the $C_1$ point. This nonplanar structure has $C_s$ symmetry and is similar to the dimer equilibrium structure with increased $\theta$. The MBPT2/MBPT4 $C_1$ and $C_s$ barriers are much higher than those of VRT(ASP–W) or SAPT-5s but agree quite well with SAPT-5st.

Structure $C_s$ is the saddle point on the path of the donor–acceptor interchange tunneling which leads to small splittings of the order of 1 cm$^{-1}$. This barrier has been increased by 63 cm$^{-1}$ by tuning of SAPT-5s, despite the fact that both potentials produce virtually identical interchange splittings. For this barrier VRT(ASP–W) agrees better with SAPT-5st than with SAPT-5s. Again, we have found an additional saddle point on the VRT(ASP–W) surface having a cyclic nonplanar $C_2$ symmetry with energy close to the $C_s$ point. The MBPT2/MBPT4 $C_s$ barriers are much larger than those of the SAPT and VRT(ASP–W) potentials.

The structure $C_{2v}$ is on the path of the bifurcation tunneling. This tunneling does not introduce additional splittings of lines. The SAPT-5s barrier was relatively unchanged by tuning and is reasonably close to the MBPT2/MBPT4 barriers. However, the VRT(ASP–W) barriers are lower by more than 200 cm$^{-1}$.

One should realize that although the differences between the barriers discussed above are significant, the agreement is much better than in the comparison of 14 potentials performed by Millot et al. where the saddle point energetic structure was qualitatively different between various potentials. Millot et al. tacitly assumed that the saddle points computed by Smith et al. were most trustworthy. Since the search for the characteristic points in Ref. 47 was performed in a basis set of lower quality than used in the SAPT calculations (CP-corrected MBPT4 minimum energy of Ref. 47 is $-4.40$ kcal/mol) and included BSSE, we believe that SAPT-5s saddle points represent the most accurate ab initio predictions.

### VI. SECOND VIRIAL COEFFICIENT

The second virial coefficient for the SAPT-5s potential was calculated with and without the leading order quantum correction and results are compared with experiment and other calculations in Table XII and in Figs. 7 and 8. Figure 7, similar to many literature plots used to compare virial coefficients, shows that the accuracy of current work is so high that differences between various calculations are hardly visible. Therefore, Fig. 8 shows virials in a restricted range of temperatures as differences with respect to the CRC compilation of experimental data. The expressions for the virial coefficients were taken from Ref. 53 and can also be found in Sec. VI of Ref. 20. The numerical integration was performed by a combination of Monte Carlo (for the angular coordinates) and Stenger quadrature (for the radial part of the integration). Stenger quadrature was used based on the pre-

### Table XII. Second virial coefficients (cm$^3$/mol). For SAPT-5s the error bars indicate the accuracy of the numerical integration only.

<table>
<thead>
<tr>
<th>$T$[K]</th>
<th>Expt.$^a$</th>
<th>Expt.$^b$</th>
<th>SAPT-pp/ss</th>
<th>SAPT-5s</th>
</tr>
</thead>
<tbody>
<tr>
<td>273.15</td>
<td>-1724</td>
<td></td>
<td>-2240 -1880</td>
<td>-2039.6±4.8 -1407.6±5.9</td>
</tr>
<tr>
<td>293.15</td>
<td>-1249</td>
<td></td>
<td>-1500 -1280</td>
<td>-1388.9±3.1 -1029.6±3.7</td>
</tr>
<tr>
<td>295.15</td>
<td>-1211</td>
<td></td>
<td>-1440 -1230</td>
<td>-1341.1±3.0 -1000.2±3.6</td>
</tr>
<tr>
<td>298.15</td>
<td>-1158</td>
<td></td>
<td>-1370 -1172</td>
<td>-1273.9±2.8 -958.2±3.4</td>
</tr>
<tr>
<td>323.15</td>
<td>-816</td>
<td></td>
<td>-914 -797</td>
<td>-866.2±1.9 -690.8±2.2</td>
</tr>
<tr>
<td>373.15</td>
<td>-458</td>
<td></td>
<td>-489 -439</td>
<td>-475.9±1.1 -407.6±1.2</td>
</tr>
<tr>
<td>423.15</td>
<td>-294</td>
<td>-275(6)</td>
<td>-305 -279</td>
<td>-303.0±0.7 -270.0±0.8</td>
</tr>
<tr>
<td>448.15</td>
<td>-243</td>
<td>-240(5)</td>
<td>-250 -232</td>
<td>-250.7±0.7 -226.4±0.7</td>
</tr>
<tr>
<td>473.15</td>
<td>-206</td>
<td>-201(1)</td>
<td>-209 -194</td>
<td>-211.1±0.6 -192.7±0.6</td>
</tr>
<tr>
<td>523.15</td>
<td>-153</td>
<td>-150(0.2)</td>
<td>-152 -143</td>
<td>-156.0±0.5 -144.6±0.5</td>
</tr>
<tr>
<td>573.15</td>
<td>-118</td>
<td>-116(0.3)</td>
<td>-115 -108</td>
<td>-119.9±0.4 -112.4±0.4</td>
</tr>
<tr>
<td>673.15</td>
<td>-75</td>
<td>-73.5(0.2)</td>
<td>-71.6 -68.1</td>
<td>-76.5±0.3 -72.7±0.3</td>
</tr>
<tr>
<td>773.15</td>
<td>-49</td>
<td>-49.8(0.2)</td>
<td>-47.2 -43.5</td>
<td>-51.9±0.3 -49.6±0.3</td>
</tr>
<tr>
<td>873.15</td>
<td>-33</td>
<td></td>
<td>-32.0 -30.8</td>
<td>-36.4±0.2</td>
</tr>
<tr>
<td>973.15</td>
<td>-22</td>
<td></td>
<td>-21.7 -20.9</td>
<td>-25.7±0.2</td>
</tr>
</tbody>
</table>

*aReference 49.

*bReference 50.
vious experience with second virial coefficient calculations for CO$_2$.

The angular space was sampled by generating 2 million random angular configurations. For each configuration a radial scan was conducted by 15 Stenger quadrature panels each with $N_1 = 15$. The first 10 panels were 1 Å long covering distances from 0 to 10 Å and the last 5 were covering: 10–15, 15–20, 20–30, 30–50, and 50–70 Å. The radial integrals are considered to be converged. The errors given in the tables are estimated by the standard deviation

$$\text{error}(f) = \sqrt{\frac{(f^2) - (f)^2}{N}},$$

where $N$ is the number of configurations in the angular integration, $\langle \cdot \rangle$ is the average over angular configurations, and $f$ stands for the radial integral of the appropriate function, calculated for a fixed set of angular coordinates.

Results of Table XII show that for high temperatures the classical virial coefficients computed using SAPT-5s agree with those obtained with SAPT-pp to within 15%, with SAPT-5s below SAPT-pp. The two curves cross around 450 K and at lower temperatures the two virials again become progressively more apart, with the SAPT-5s values above the SAPT-pp values. The difference at the lowest temperature considered amounts to 10%, indicating the larger well volume of SAPT-pp, consistent with the findings discussed above that SAPT-pp was too deep in the small-$R$ part of the potential well.

Differences compared to the results of Ref. 20 are also seen in the quantum part of the virial coefficient. This component was calculated in Ref. 20 using the less accurate SAPT-ss PES. Table XII and Table IV in Ref. 20 show that the values of quantum corrections computed using SAPT-5s are almost a factor of 2 larger at low temperatures. Thus, the quantum correction is very sensitive to the form of the potential. It is also significantly larger than one might expect, amounting at low temperatures to about 30% of the classical value and dropping below 10% only for temperatures greater than 200 °C. Thus, any comparison of virial coefficients with experiment should include this term. In the past, calculations of the quantum corrections were rather rare. The most accurate literature calculations are the recent ones by Millot et al.\textsuperscript{8} using the ASP–W, ASP–W2, and ASP–W4 potentials. At 100 °C, the lowest temperature reported in Ref. 8, the quantum correction computed with these potentials varies between 66 and 90 cm$^3$/mol, the lower value being in good agreement with SAPT-5s. At higher temperatures the agreement is still better, SAPT-5s values being very close to those computed with ASP–W.\textsuperscript{8}

Figures 7 and 8 show that SAPT-5s total values of the second virial coefficient lie above experiment for all temperatures, except for $T>700$ K. At the highest temperatures the agreement is almost to within the experimental error bars, but at lower temperatures the discrepancies are quite substantial. At the lowest temperature the disagreement reaches nearly 20%. However, these temperatures are in the
region of supercooled vapor where experimental values are considered less reliable. In fact, Sato et al.\textsuperscript{56} point out that sorption effects dominate over nonideality effects for temperatures below 425 K. At the boiling temperature the difference between the SAPT-5s and experimental virials amounts to 11%. At low temperatures the agreement of SAPT-5s virials with experiment is worse than that for the SAPT-pp/SAPT-ss combination (4% error at 100 °C) presented in Ref. 20. Since the SAPT calculations underestimate the depth of the potential by about 0.3 kcal/mol and since the low temperature virial coefficients are essentially a weighted measure of the volume of the well, our virial coefficients should (and do in the case of SAPT-5s) lie above the experimental values. The better agreement achieved in Ref. 20 should therefore be viewed as somewhat fortuitous, resulting from two factors: the greater depth of SAPT-pp than that of SAPT-5s in some regions of the well and the smaller values of the quantum corrections computed with SAPT-ss compared to the SAPT-5s values, both improving agreement with experiment. Although the insufficient depth is probably the main reason for the present discrepancy between theory and experiment, there are other factors which may contribute to it. One of them are the higher-order quantum corrections which may have to be included at low temperatures. Clearly, if the leading quantum term contributes 30%, the next one is likely to be significant. Furthermore, the effects of the non-rigidity of the monomers may contribute a few percent to the difference. While at low temperatures the present virial coefficients are further from experiment than the values of Ref. 20, they agree better for high temperatures where experiment is more reliable. SAPT-5s virials are among the best \emph{ab initio} potentials but much worse than any of the potentials in Fig. 7 and 8, unless virials are used in fits. It is interesting that the use of virials in the fits gives experimental potentials which do not reproduce the experimental pair distribution functions well, at least this is the case with the potentials of Refs. 51 and 52.

While it is now apparent that the SAPT-ss potential underestimates the quantum correction, this potential was seen to predict quite accurately the isotope shift in the virial coefficient when H$_2$O is replaced by D$_2$O.\textsuperscript{20} This effect was calculated as the difference of the quantum corrections since the classical part does not depend on the mass, and therefore will be the same for H$_2$O and D$_2$O. The numerical integrations were performed in the same way as for the classical virial coefficient, including 2 million angular configurations. Table XIII shows this shift computed with SAPT-ss, SAPT-5s, and MCY potentials and compares them to experimental data. One can see that even though the SAPT-5s quantum corrections are considerably larger than the SAPT-ss values, the shift upon changing the hydrogen isotope is virtually left unchanged, preserving the good agreement of this observable with experiment. SAPT-5s shifts are improving the agreement with experiment for the two lowest temperatures, while for higher temperatures SAPT-ss shifts are somewhat closer to experiment.

\begin{table}[h]
\centering
\caption{Change in the second virial coefficient of water when hydrogen is replaced by deuterium. All temperatures are in K and all coefficients in cm$^3$/mol.}
\begin{tabular}{cccccc}
\hline
Temperature & Experiment$^a$ & SAPT-5s & SAPT-ss & MCY$^b$ \\
\hline
423.15 & 15±7 & 15 & 11 & 46.5 \\
448.15 & 10±5 & 11 & 8.7 & 35.3 \\
473.15 & 3.9±1 & 8.3 & 6.7 & 27.6 \\
523.15 & 18±0.3 & 5.1 & 4.3 & 18.3 \\
573.15 & 0.5±0.4 & 3.4 & 2.9 & 13.1 \\
673.15 & 0.6±0.3 & 1.7 & 1.6 & 8.01 \\
773.15 & 0.0±0.2 & 1.0 & 0.95 & 5.66 \\
\hline
\end{tabular}
\end{table}

\textsuperscript{a}Reference 50.
\textsuperscript{b}Reference 58.

Figure 8 includes results from empirical polarizable potentials by Cieplak et al.\textsuperscript{51} and by Jordan and Kozack.\textsuperscript{52} It is not surprising that these virials compare well with experiment since virials were used in fitting the potentials. In contrast, most empirical potentials do not use virials in the fitting process since these cannot be fitted well simultaneously with other properties. Virials from some popular empirical potentials displayed in Ref. 20 typically deviate from experiment by a factor of 2 or more. Potentials including polarization effects perform usually better than pure two-body effective potentials but much worse than any of the potentials in Fig. 8, unless virials are used in fits. It is interesting that the use of virials in the fits gives empirical potentials which do not reproduce the experimental pair distribution functions well, at least this is the case with the potentials of Refs. 51 and 52.

VII. CONCLUSIONS

A new pair potential for water, SAPT-5s, has been created based on SAPT \emph{ab initio} calculations. SAPT-5s is a better representation of the \emph{ab initio} surface than the previous SAPT-pp, mainly because it has been fitted to 2510 grid points while SAPT-pp was fitted to only 1003. The site–site functional form of SAPT-5s, although considerably simpler than that of SAPT-pp, proved to be equally capable to reproduce the \emph{ab initio} points. Thanks to its simpler form, SAPT-5s is much faster to calculate than SAPT-pp, which
enables molecular simulations to be conducted. Overall, SAPT-5s predicts dimer tunneling splitting spectra in excellent agreement with experiment, much better than any previously published potential except for the VRT(ASP–W) potential of Fellers et al.23 which, however, was empirically fitted to these spectra. For the water trimer SAPT-5s combined with a three-body nonadditive component reproduces the spectra much better than VRT(ASP–W) combined with the same three-body part.21 The SAPT-5s prediction of the second virial coefficient is slightly inferior compared to the Ref. 38 to be 0.28 kcal/mol too small. Using the SAPT-5s is estimated by comparison with the limit energy the bohr too large compared to this value which is partly due to the same three-body part.21 The SAPT-5s prediction of the dimer potential to date.
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