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ABSTRACT

Context. The analysis of stellar oscillations is one of the most reliable ways to probe stellar interiors. Recent space missions such as Kepler have provided us with an opportunity to study these oscillations with unprecedented detail. For many multi-periodic pulsators such as \( \gamma \) Doradus stars, this led to the detection of dozens to hundreds of oscillation frequencies that could not be found from ground-based observations.

Aims. We aim to detect non-uniform period spacings in the Fourier spectra of a sample of \( \gamma \) Doradus stars observed by Kepler. Such detection is complicated by both the large number of significant frequencies in the space photometry and by overlapping non-equidistant rotationally split multiplets.

Methods. Guided by theoretical properties of gravity-mode oscillation of \( \gamma \) Doradus stars, we developed a period-spacing detection method and applied it to Kepler observations of a few stars, after having tested the performance from simulations.

Results. The application of the technique resulted in the clear detection of non-uniform period spacing series for three out of the five treated Kepler targets. Disadvantages of the technique are also discussed, and include the disability to distinguish between different values of the spherical degree and azimuthal order of the oscillation modes without additional theoretical modelling.

Conclusions. Despite the shortcomings, the method is shown to allow solid detections of period spacings for \( \gamma \) Doradus stars, which will allow future asteroseismic analyses of these stars.
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1. Introduction

Gamma Doradus pulsators are early F- to late A-type main-sequence stars. This places them directly within the transition region between low-mass stars with a fully convective envelope and higher-mass stars with a convective core. They exhibit non-radial gravity modes which are excited by the flux blocking mechanism at the base of their convective envelopes (e.g. Guzik et al. 2000 [Dupret et al. 2005]). The oscillations penetrate throughout the radiative zone between the stars’ convective core and envelope. The pulsation periods typically vary between 0.3 and 3 days (e.g. Kaye et al. 1999), though recently it has been predicted by theory that they can be shifted outside of this range because of rotation (Bouabid et al. 2013).

While various theoretical studies have been conducted on the internal structure of A- to F-type main-sequence stars, there have been few possibilities to verify the theoretical models observationally (e.g. Miglio et al. 2008 and references therein). Gamma Doradus pulsators have potential in this respect, since modelling of their oscillations would enable to probe their internal structure (Miglio et al. 2008 [Bouabid et al. 2013]). Such successful modelling based on g-mode period spacings detected in space photometry has been accomplished for main-sequence B-type stars (e.g. Degroote et al. 2010 [Savonije 2013], Pápics et al. 2014), sdB stars (e.g. Reed et al. 2011), subgiants and red giants (e.g. Beck et al. 2011 [2012], Bedding et al. 2011 [Mossier et al. 2014], Deheuvels et al. 2014), thanks to data from the space missions CoRoT (Auvergne et al. 2009) and Kepler (Koch et al. 2010). Period spacings have been reported for very few AF-type main-sequence pulsators so far, e.g. Chapellier et al. (2012), Kurtz et al. (2014), while some detailed searches led to a failure to detect this important diagnostic (Harcerz 2012, Breger et al. 2012) because of too poor frequency resolution of the data or too rapid rotation of the star.
For $n \gg l$, with $n$ the radial order and $l$ the spherical degree of the mode, the first-order asymptotic approximation predicts the gravity modes to be equally spaced in period (Tassoul 1980). Chemical gradients induced by the changing size of the stellar core during the stars’ evolution (Miglio et al. 2008), as well as rotation and mixing processes (Bouabid et al. 2013) complicate this simple picture and lead to characteristic deviations from uniform period spacings.

In this paper, we present a method for detecting non-uniform period spacings in the frequency spectra of $\gamma$ Doradus pulsators (Section 3), guided by some general theoretical expectations and previous observational studies of such stars (Section 2). We test the method on simulated light curves and apply it to *Kepler* data of five $\gamma$ Doradus stars in Section 4. Finally, we summarise the methodology and give our conclusions and future prospects.

### 2. Theoretical expectations

In the first-order asymptotic approximation of a non-rotating star, the periods of high-order ($n \gg l$) $g$-modes in stars with a convective core and a radiative envelope (Tassoul 1980) are defined as

$$P = \frac{\Pi_0}{\sqrt{l(l+1)}} (n + \alpha_{l,k}),$$  
(1)

with

$$\Pi_0 = 2\pi^2 \left( \int_0^1 N \frac{dr}{r} \right)^{-1}.$$  
(2)

Here $\alpha_{l,k}$ depends on the boundaries of the trapping region, $P$ is the oscillation period, $r$ the distance from the stellar centre, and $N$ the Brunt-Väisälä frequency. Following this relation, modes with the same degree $l$, but consecutive orders $n$, are equidistantly spaced in period. Their spacing value $\Delta \Pi$ is then given by

$$\Delta \Pi_l = \frac{\Pi_0}{\sqrt{l(l+1)}}.$$  
(3)

As a result, the expected period spacings for different $l$-values will have fixed ratios.

Several aspects, which are not treated in this simple approximation, influence the period spacings, however. For instance, during the star’s core-hydrogen burning phase, the convective core can either grow or shrink, depending on the star’s birth mass (Fig.3.6 in Aerts et al. 2010). A growing convective core leads to a discontinuity in the chemical composition at its boundary, while a receding convective core leaves behind a $\mu$-gradient zone near the core. Miglio et al. (2008) studied the impact of such a chemical gradient on the period spacings, discussing also in detail the way to define the convective boundary, which we therefore do not repeat here. The authors showed that the variation of the local average molecular weight leads to modifications of the $g$-mode resonance cavity. This mode trapping translates into characteristic dips in the period spacing pattern. The amplitude of the dips indicates the steepness of the chemical gradient, whereas the periodicity of the dips indicates its location. This is illustrated in Fig. [1] where we show the period spacing patterns calculated with the pulsation code GYRE (Townsend & Teitler 2013) for a 1.6 $M_\odot$ star at different phases of its evolution. The models were computed with MESA version 6208 (Paxton et al. 2011, 2013). We used the standard MESA input physics with the Schwarzschild criterion for convection and an overshoot value of 0.014 local pressure scale heights in the formulation by Herwig (2000).

Bouabid et al. (2013) further extended the work of Miglio et al. (2008), and included mixing processes and rotation. The internal mixing processes wash out the chemical gradient, which reduces the presence of the dips in the spacing pattern and decreases the average period spacing value, though there might still be dips present in the period spacing pattern. The influence of rotation varies from mode to mode. The period spacings of prograde modes, which travel in the direction of rotation, will become smaller because of the positive rotational frequency shift added to the oscillation frequencies in an inertial frame. Retrograde modes, which travel in the opposite direction of rotation, will have larger period spacings than zonal modes. This is illustrated in Fig. [2] for dipole modes. Diffusive mixing was taken into account according to standard MESA description (Paxton et al. 2011, 2013), while the frequency shifts resulting from rotation were computed using the approximation provided by Bildwiecki (1978), which is too simplistic to model the frequencies of a real star in full detail but sufficiently appropriate to illustrate the effects of rotation on prograde and retrograde modes as is our purpose here.

So far most of the mode identification studies of $\gamma$ Doradus stars relied on spectroscopic time series (e.g. Brunsden et al. 2012, Davie et al. 2014). By far the most frequently found identification are prograde dipole modes. We therefore expect to find period spacing patterns as described by Miglio et al. (2008) and Bouabid et al. (2013), corresponding to prograde dipole modes. These theoretical and spectroscopic results are used as a guide to develop a new method for the detection of period spacings from uninterrupted high-precision space photometry.

### 3. The methodology

While it has long been known that $\gamma$ Doradus stars are multiperiodic pulsators with at least a few modes (e.g. Handler 1999, Kaye et al. 1999, Cuypers et al. 2009), space-based observations revealed dozens to hundreds of oscillation frequencies for each star. This in principle should allow the detection of period spacing patterns. The high precision of the data implies that the prewhitening method to accept frequencies with an amplitude
Detecting non-uniform period spacings can be rather complicated, especially if two different series with a different average spacing overlap. However, there are several aspects which may give rise to a residual signal. These residuals modulate the subsequent prewhitening procedure. This is our motivation to deduce a new stop criterion based on the comparison of the extracted frequencies with the original Fourier spectrum of the light curve. Hereafter, we call this the comparison criterion.

We first compute the amplitude $A_f$ of the extracted frequency $f$ by fitting a sine function with that frequency to the light curve. Then we compare $A_f$ to the local amplitude $A_{loc}$ of the Fourier spectrum for the frequency $f$, and only accept the extracted frequency if both amplitudes agree within a certain margin (see Fig. 4):

$$\alpha \leq \frac{A_f}{A_{loc}} \leq \frac{1}{\alpha}. \tag{4}$$

This is illustrated with simulations mimicking a typical Kepler light curve of a $\gamma$ Doradus star in our sample in Fig. 3. A lot of low-amplitude peaks are derived from the power spectrum of the simulated light curve and its subsequent prewhitening, while they are unrelated to the simulated signal. For this reason, recent analyses of Kepler photometry either do not use a stop criterion for the frequency analysis (e.g. Kurtz et al. 2014), or rely on a higher cutoff value than four times the local noise level. In Fig. 3 we show all frequencies whose amplitudes have a S/N level above eight.

The suitable S/N cutoff value varies strongly from star to star, and is not known a priori. The reason is that for such high-quality data, noise is no longer the limiting factor for the accuracy of the result. Rather, small uncertainties in the frequency, amplitude and phase values when fitting sine functions to the light curve give rise to a residual signal. These residuals modulate the subsequently extracted frequency values and their influence keeps increasing during the iterative prewhitening procedure. This is our motivation to deduce a new stop criterion based on the comparison of the extracted frequencies with the original Fourier spectrum of the light curve. Hereafter, we call this the comparison criterion.

For this reason, recent analyses of Kepler photometry either do not use a stop criterion for the frequency analysis (e.g. Kurtz et al. 2014), or rely on a higher cutoff value than four times the local noise level. In Fig. 3 we show all frequencies whose amplitudes have a S/N level above eight.

The suitable S/N cutoff value varies strongly from star to star, and is not known a priori. The reason is that for such high-quality data, noise is no longer the limiting factor for the accuracy of the result. Rather, small uncertainties in the frequency, amplitude and phase values when fitting sine functions to the light curve give rise to a residual signal. These residuals modulate the subsequently extracted frequency values and their influence keeps increasing during the iterative prewhitening procedure. This is our motivation to deduce a new stop criterion based on the comparison of the extracted frequencies with the original Fourier spectrum of the light curve. Hereafter, we call this the comparison criterion.

We first compute the amplitude $A_f$ of the extracted frequency $f$ by fitting a sine function with that frequency to the light curve. Then we compare $A_f$ to the local amplitude $A_{loc}$ of the Fourier spectrum for the frequency $f$, and only accept the extracted frequency if both amplitudes agree within a certain margin (see Fig. 4):

$$\alpha \leq \frac{A_f}{A_{loc}} \leq \frac{1}{\alpha}. \tag{4}$$

Here $\alpha$ is given a reasonable value, which we found to be 0.5 for most stars. When the considered frequency peak does not fulfill this requirement, the frequency extraction is aborted. While it is likely that, with this criterion, the residuals of the light curve will still contain a lot of signal, the modulation of this signal by the preceding prewhitening may no longer be negligible. By taking $\alpha = 0.5$, we are able to keep the number of detected false frequencies down to a minimum. For most $\gamma$ Doradus stars the extracted frequencies are a good starting point for modelling, in the sense that they are sufficient to look for part of the period spacing series expected to be present in the data.

Detecting non-uniform period spacings can be rather complicated, especially if two different series with a different average spacing overlap. However, there are several aspects which may
facilitate the detection. It is for example well-known that the visibility of a stellar oscillation mode depends on its degree \( l \) and order \( m \), and on the inclination angle and rotational velocity of the star (e.g. Chadid et al. 2001). As a result, many of the visible oscillation modes are likely to have similar values for \( l \) and \( m \) while differing in radial order. As we already noted in Section 2 we expect prograde sectoral modes with low \( l \) values to be the most easily visible (Townsend 2005). In addition, early F- to late A-type main-sequence stars are typically moderate to fast rotators. While this means that the rotational splitting of oscillation frequencies will be asymmetric and thus difficult to detect (especially considering the high density of the frequency spectra), it also entails that when the star is sufficiently fast rotating, its frequency splitting will be larger than the frequency region where the pulsation frequencies of similar slowly rotating pulsators would be located. As a result, we can detect groups of frequencies within the frequency spectra, each of which containing mostly frequencies with the same \( l \) and \( m \) values. Finally, many \( \gamma \) Doradus pulsators have strongly asymmetric light curves (Balona et al. 2011). As a result, several of the peaks we detect in the Fourier spectrum, correspond to combinations of oscillation frequencies rather than frequencies of individual pulsations (Balona 2012; Pápics 2012). We exclude these combination frequencies from the period spacing search. One of the most efficient ways to detect period spacings for a typical \( \gamma \) Doradus star is to order the accepted oscillation periods and determine the spacings between them. It is likely that at least some adjacent accepted frequency peaks have the same values for \( l \) and \( m \), making them part of the same (possibly non-uniform) period spacing series. When, on the other hand, the studied \( \gamma \) Doradus star is a slow rotator, the rotational splitting will likely be too small for this detection method to work. However, in this case we can look for spacings and/or splittings using other traditional methods, such as échelle diagrams (e.g. Greco et al. 1983; Mosser et al. 2013) because the spacing pattern will be more regular. Échelle diagrams are not useful for stars rotating such that their rotational frequency shifts no longer result in quasi-equidistant spacing patterns. Because of the expected non-uniform nature of the period spacings, detected spacing patterns should always be evaluated visually by the researcher.

After looking for period spacings, we iterate over the algorithm: we go back to the frequency extraction, but choose a different value for \( \alpha \). By iteratively choosing smaller values (e.g. from 0.4 to 0.05) we can extract more frequencies and systematically look for additional frequency peaks which match the found period spacing series. If no period spacings were detected (yet), it is possible that choosing a smaller value for \( \alpha \) will help, though one must keep in mind that more noise peaks will be included as well, such that probability of detecting spurious period spacings will be higher. Going back to Fig. 3 we show the frequencies extracted with this proposed criterion compared to the classical signal-to-noise criterion for a simulated light curve. While the remaining low-amplitude input frequencies are also extracted with the classical criterion, the number of additional false frequencies is too high to allow for a reliable selection of the input frequencies.

A summary of our method is shown schematically in Fig. 5. The different steps of the method are further illustrated by applications on simulated data in the next Section. The current version of our code does not allow us to formally identify \( l \) and \( m \), with the exception of stars for which we detect rotational multiplets. This can only be achieved from comparing the detected series with theoretical model predictions.

4. Applications

4.1. Simulations

We first evaluate our method on simulated data with two goals. First, we test that computing the differences between subsequent oscillation periods is a robust method for the detection of spacings for moderate to fast rotators. For slowly rotating stars, on the other hand, the use of échelle diagrams is more advantageous. Secondly, we show that the slope in the period spacing pattern induced by the rotation for prograde or retrograde modes is clearly detectable. For these tests, simulations simplified with respect to the complex physics of \( \gamma \) Doradus stars are sufficient. We therefore generated normalised light curves mimicking the results ob-
tained by Miglio et al. (2008) and Bouabid et al. (2013):

\[ F(t) = A \left( 1 + \sum_i a_i \sin(2\pi f_i t + \phi_i) \right)^{2.2} - 1 \]  

Here, \( f_i \) and \( \phi_i \) are the frequency and phase of a particular oscillation mode \( i \), \( A \) is the overall amplitude of the light curve, \( a_i \) scales the amplitude of the pulsation mode \( i \), and \( \sigma \) represents a level of Gaussian white noise, similar to what is observed in the Kepler data. The power 2.2 was used to simulate the asymmetry which is often seen in γ Doradus light curves (see also Balona et al. 2011). A typical set of frequencies \( f_i \) was computed from a MESA model and the GYRE pulsation code for both dipole and quadrupole modes taking into account the frequency shifts caused by rotation (\( v_{eq} = 73 \, \text{km s}^{-1} \), \( i = 77° \), \( R = 1.7 \, R_\odot \)) in the approximation by Chlebowski (1978). The full list of frequencies is available online in Table A.1 at the CDS. The light curve was simulated using the time stamps of real Kepler observations and converted to magnitude scale.

We extracted the oscillation frequencies from the simulated light curves using a prewhitening method, as described by Degroote et al. (2009), in combination with the comparison criterion defined in Section 3, using \( \alpha = 0.5 \). We took the frequency resolution \( f_{res} \) as the formal error in the obtained frequency values. Since we included the effects of a moderate rotation velocity in this simulation, we searched for period spacing patterns by ordering the oscillation periods monotonically and by computing the differences between subsequent values. The results are shown in Fig. 6 together with the spacing patterns corresponding to the input frequencies. Since we cut off the iterative prewhitening relatively quickly, we only detected a fraction of the input frequencies. This is also illustrated in Fig. 7 where we show the fraction of detected input frequencies with respect to the number of prewhitened frequencies as well as the relative increase in the number of extracted noise frequencies. By using a comparison criterion with \( \alpha = 0.5 \), the number of detected false frequencies is almost negligible. As such, the algorithm detected period spacings patterns at a high level of confidence.

In a second step we iteratively decreased the value of \( \alpha \) from 0.4 to 0.1. This allowed us to extract more oscillation frequencies, which we could match with the period spacings that were already detected. As shown in Fig. 6, this allowed us to extend the period spacing series without including noise peaks.

For slowly rotating stars, period spacing patterns corresponding to different \( l \) and \( m \) values are more likely to overlap. In this case, the use of échelle diagrams is more robust for the detection of period spacings. To illustrate this, we have plotted the échelle diagram for the zonal dipole modes from our previous simulation in Fig. 8. The zonal dipole modes have not undergone any rotational frequency shifts and as shown in Fig. 8, they form several ridges in the échelle diagram. The phase differences between these ridges are caused by the smaller period spacings that are responsible for the dips in the period spacing pattern in Fig. 6.

The detection of such phase-shifted ridges for a star in an échelle diagram is suitable to reveal the presence of a chemical gradient inside the star.

4.2. A well-studied Kepler star: KIC 11145123

We applied our method to the hybrid δ Sct/γ Dor pulsator KIC 11145123, which was studied by Kurtz et al. (2014). The authors showed the star to be a slow rotator (\( P_{rot} \approx 100 \, \text{d} \)), exhibiting almost-uniform period spacings. A large number of rotationally split multiplets were clearly visible in the frequency spectrum, making this star a good test case for our approach.

For this star there are about four years (Q0-Q17) of Kepler data available. Given that the light curves obtained with the standard extraction algorithm and provided by the MAST (Mikulski Archive for Space Telescopes) were shown to complicate the analyses for g-mode pulsators and lead to a fake instrumental low frequencies (Debosscher et al. 2013; Tkachenko et al. 2013a), we applied the light curve extraction code developed based on customised masks by one of us (S.B.) to the pixel data. The resulting light curve was then converted to magnitude scale and detrended for each quarter individually by subtracting a 1\( \text{Hz} \)- or
other types of variable stars, when combined with an adapted criterion might be suitable for space-based observations of present in the data. We also found that the presented comparison with the dedicated HERMES pipeline, and subsequently normalised following the method described by Pápics et al. (2012). We used the improved LSD algorithm (Tkachenko et al. 2013c) to compute high S/N average profiles from these spectroscopic observations. The LSD profiles were then checked for the presence of a binary companion and line profile variations, which confirmed that the four stars are single objects (see Table 2). We computed an average spectrum and analysed it to determine the fundamental and atmospheric parameters by means of the spectrum synthesis method implemented in the GSSP code (Lehmann et al. 2013; Tkachenko et al. 2013b). The advantages of using the average spectra are that (i) they have higher signal-to-noise ratios than the individual spectra, and (ii) line profile deformations due to the pulsations are largely smoothed out. The obtained values are listed in Table 2 and place the four stars in the γ Doradus strip.

For KIC 5350598 and KIC 11721304 about four years of photometric observations (Q0-Q17) were obtained with Kepler, while for KIC 6185513 (Q0-Q1, Q10-Q12, Q14-Q16) and KIC 6778174 (Q0-Q1, Q10-Q17) about two years of observations are available. The pixel data were extracted, reduced and analysed in the same way as the data for KIC 11145123, as described in Section 4.2, and unless mentioned otherwise, $\alpha$ was taken to be 0.5. Using the obtained frequency values to compute the period spacing, we discuss the patterns for each star individually.

### 4.3. Four γ Dor stars in the Kepler field

We also applied the proposed method to four of the γ Doradus pulsators from the sample presented by Tkachenko et al. (2013a), for which we have both high-resolution spectroscopy and Kepler photometry at our disposal. For each of those four stars we have obtained four high-resolution spectra with the HERMES spectrograph (377-900 nm, $R \sim 85000$, Raskin et al. 2011) at the 1.2-m Mercator telescope (Observatorio del Roque de los Muchachos, La Palma, Canary Islands). These spectra were reduced with the dedicated HERMES pipeline, and subsequently normalised following the method described by Pápics et al. (2012). We used the improved LSD algorithm (Tkachenko et al. 2013c) to compute high S/N average profiles from these spectroscopic observations. The LSD profiles were then checked for the presence of a binary companion and line profile variations, which confirmed that the four stars are single objects (see Table 2). We computed an average spectrum and analysed it to determine the fundamental and atmospheric parameters by means of the spectrum synthesis method implemented in the GSSP code (Lehmann et al. 2013; Tkachenko et al. 2013b). The advantages of using the average spectra are that (i) they have higher signal-to-noise ratios than the individual spectra, and (ii) line profile deformations due to the pulsations are largely smoothed out. The obtained values are listed in Table 2 and place the four stars in the γ Doradus strip.

For KIC 5350598 and KIC 11721304 about four years of photometric observations (Q0-Q17) were obtained with Kepler, while for KIC 6185513 (Q0-Q1, Q10-Q12, Q14-Q16) and KIC 6778174 (Q0-Q1, Q10-Q17) about two years of observations are available. The pixel data were extracted, reduced and analysed in the same way as the data for KIC 11145123, as described in Section 4.2, and unless mentioned otherwise, $\alpha$ was taken to be 0.5. Using the obtained frequency values to compute the period spacing, we discuss the patterns for each star individually.

### 4.3.1. KIC 11721304

For KIC 11721304 we have detected a period spacing pattern with a clear slope, as shown in Fig. 11. The average period spacing (1200 s) is small compared to typical values for a non-rotating γ Doradus star. These are of the order of 3000 s ($l = 1$) to 2000 s ($l = 2$), which implies that the pulsations in the detected series are prograde modes. The downward trend of the spacing pattern supports this interpretation.

In addition to the pulsation frequencies belonging to this spacing pattern, we also detected additional frequencies in the same range. These likely correspond with modes of different wavenumbers $l$ and $m$, but firm conclusions about this requires detailed future modelling, taking into account various mixing processes. However, this kind of modelling is outside of the scope of the current research.

We saw in Section 3 that many γ Doradus stars have asymmetric light curves and that this leads to the appearance of linear combinations of the frequencies in their Fourier spectra. In general, we have to make sure that we did not include any of these combination frequencies in the period spacing series. This is not an issue in the case of KIC 11721304 because the combination

![Fig. 8. Period échelle diagram showing the input frequencies of the zonal dipole modes from our simulated data.](image-url)
Fig. 9. Top: A close-up of the Fourier transform of KIC 11145123 (black) and the accepted oscillation periods (dashed red), showing the detected period spacings. The thick black markers indicate the frequencies that were extracted for $\alpha = 0.5$. The amplitudes of some of the modes are $\sim 3$ mmag, but the Figure is zoomed in for clarity. Bottom left: A close-up of the échelle diagram showing the detected prograde (squares), retrograde (circles) and zonal (triangles) dipole modes. The frequencies that were extracted with $\alpha = 0.5$ are marked in black. Bottom right: The detected period spacings. For clarity, we shifted the spacings of the prograde and retrograde modes 150 s downwards and upwards, respectively.

Fig. 10. Sections of the p-mode frequency spectrum of KIC 11145123 (black), with the detected frequencies marked by a dashed red line. Frequencies found for $\alpha = 0.5$ are marked with thick black markers, whereas the one found by Kurtz et al. (2014) but not by us is indicated by a dashed line. The dotted lines indicate frequencies that we extracted, but Kurtz et al. (2014) did not. The triangles (black and white) indicate possible dipole doublets. The upper panel is zoomed in for clarity (the oscillation mode at 17.96 d$^{-1}$ has an amplitude $\sim 7.2$ mmag).

4.3.2. KIC 6678174

In the case of KIC 6678174, there is also a clear detection of a period spacing series, though the length of the found series is relatively short (Fig. 13). Similar to the period spacing series we detected for KIC 11721304, there are no dips present in the pattern and the value of the average spacing is similar. This seems to point to a common property in our sample of $\gamma$ Doradus stars (Tkachenko et al. 2013a), although it requires the analysis of the full sample to make any firm conclusions. Such extensive analysis study will be undertaken in the near future as a follow-up of the current methodological paper.
A least-squares fit for the additional p-mode frequencies ($\ast$) which we found compared to the analysis by Kurtz et al. (2014), and for the other frequencies which are part of the same multiplets. $\Delta f$ is the spacing between the given frequency and the preceding one. The provided errors are the formal error margins from the least-squares fit.

<table>
<thead>
<tr>
<th>Frequency [d$^{-1}$]</th>
<th>Amplitude [mmag]</th>
<th>Phase [2$\pi$]</th>
<th>$\Delta f$ [d$^{-1}$]</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>22.94259 (0.00003)</td>
<td>0.074 (0.006)</td>
<td>-0.30 (0.08)</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>22.96643 (0.00002)</td>
<td>0.165 (0.008)</td>
<td>0.46 (0.05)</td>
<td>0.02383 (0.00004)</td>
<td>$\Delta f/2 = 0.01192$ (0.00002)</td>
</tr>
<tr>
<td>23.50619 (0.00003)</td>
<td>0.068 (0.006)</td>
<td>-0.29 (0.09)</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>23.52585 (0.00002)</td>
<td>0.172 (0.008)</td>
<td>-0.43 (0.04)</td>
<td>0.01965 (0.00004)</td>
<td>$\Delta f/2 = 0.00983$ (0.00002)</td>
</tr>
<tr>
<td>23.53574 (0.00007)</td>
<td>0.027 (0.005)</td>
<td>0.47 (0.18)</td>
<td>0.00990 (0.00007)</td>
<td>-</td>
</tr>
<tr>
<td>23.54554 (0.00002)</td>
<td>0.128 (0.007)</td>
<td>0.37 (0.05)</td>
<td>0.00980 (0.00007)</td>
<td>-</td>
</tr>
<tr>
<td>23.55533 (0.00003)</td>
<td>0.067 (0.006)</td>
<td>0.46 (0.09)</td>
<td>0.00979 (0.00004)</td>
<td>-</td>
</tr>
<tr>
<td>23.56517 (0.00003)</td>
<td>0.079 (0.006)</td>
<td>-0.07 (0.08)</td>
<td>0.00984 (0.00004)</td>
<td>-</td>
</tr>
<tr>
<td>23.57502 (0.00004)</td>
<td>0.059 (0.006)</td>
<td>0.18 (0.10)</td>
<td>0.00984 (0.00005)</td>
<td>-</td>
</tr>
<tr>
<td>23.58480 (0.00001)</td>
<td>0.239 (0.009)</td>
<td>-0.16 (0.04)</td>
<td>0.00978 (0.00004)</td>
<td>-</td>
</tr>
<tr>
<td>23.56866 (0.00005)</td>
<td>0.045 (0.005)</td>
<td>0.08 (0.12)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>23.58695 (0.00004)</td>
<td>0.046 (0.006)</td>
<td>-0.39 (0.12)</td>
<td>0.01829 (0.00006)</td>
<td>$\Delta f/2 = 0.00915$ (0.00003)</td>
</tr>
<tr>
<td>23.59023 (0.00002)</td>
<td>0.109 (0.007)</td>
<td>-0.06 (0.06)</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Atmospheric parameter values obtained for the four $\gamma$ Dor stars analysed in this study. The provided error bars are the 1-$\sigma$ values obtained from the chi-square statistics.

<table>
<thead>
<tr>
<th>Kepler ID</th>
<th>$T_{\text{eff}}$ [K]</th>
<th>log $g$ [dex]</th>
<th>$[M/H]$ [dex]</th>
<th>$\nu \sin i$ [km s$^{-1}$]</th>
<th>$\xi$ [km s$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>KIC 5350598</td>
<td>7200 (100)</td>
<td>3.83 (0.35)</td>
<td>-0.21 (0.10)</td>
<td>26.2 (1.7)</td>
<td>3.0 (0.5)</td>
</tr>
<tr>
<td>KIC 6185513</td>
<td>7300 (200)</td>
<td>4.50 (0.75)</td>
<td>-0.07 (0.17)</td>
<td>78.0 (11.0)</td>
<td>3.0 (1.7)</td>
</tr>
<tr>
<td>KIC 6678174</td>
<td>7200 (100)</td>
<td>4.00 (0.42)</td>
<td>-0.19 (0.11)</td>
<td>43.6 (2.8)</td>
<td>2.9 (0.6)</td>
</tr>
<tr>
<td>KIC 11721304</td>
<td>7300 (100)</td>
<td>4.42 (0.32)</td>
<td>0.01 (0.10)</td>
<td>27.4 (1.6)</td>
<td>2.3 (0.4)</td>
</tr>
</tbody>
</table>

Fig. 11. Top: A close-up of part of the Fourier spectrum of KIC 11721304 (black). All the marked frequencies are accepted following the criterion described in Section 3 with $\alpha = 0.5$. Bottom: The period spacing as computed from the accepted frequencies. The black markers and grey lines indicate the frequencies for which we find a smooth spacing pattern.

4.3.3. KIC 5350598 and KIC 6185513

For KIC 5350598 and KIC 6185513, we could not detect a period spacing pattern. The analyses suggest that the number of resolved oscillation frequencies is insufficient for these two stars to allow such a pattern. For KIC 5350598 we found frequencies that might be part of a spacing pattern, but there are too many missing frequencies in the series to arrive at a firm conclusion. These missing frequencies could be due to excitation with lower amplitude than the other modes that could constitute a pattern but the present data set does not allow a firm conclusion.
1. Extract the frequencies from the light curve using a prewhitening method.
2. Adopt a conservative stop criterion for the prewhitening procedure; we propose to use what we termed the comparison criterion given in Eq. (4), where $\alpha = 0.5$ was found to be a suitable value for $\gamma$ Doradus stars for the first iteration.
3. Make a distinction between moderate to fast versus slow rotators when searching for the period spacing patterns. For the former, order the extracted oscillation periods monotonically and compute the differences between subsequent values to look for period spacings. For slow rotators, échelle diagrams were found to be the most robust method to search for period spacing patterns.
4. Iterate over the method while lowering the value for $\alpha$, allowing us to extract more frequencies from the data. If period spacings were already detected, use these as a guide to check which additional frequency values are reliable and to avoid the influence of frequencies due to noise. If no period spacings were detected yet, the extraction of additional frequency peaks at lower $\alpha$ could lead to a detection, though it is important to keep in mind that the detection of false frequencies due to noise also becomes more likely.

In the present study, we have taken a closer look at the results for KIC 11145123, a hybrid pulsator recently presented by [Kurtz et al. (2014)], and at four single $\gamma$ Doradus stars from the sample presented by [Tkachenko et al. (2013a)]. From the application of our method on KIC 11145123 we deduced that the method excels in the exclusion of noise peaks. Because of this star’s slow rotation, we detected the frequency splittings and the period spacings using échelle diagrams. For two of the other four stars we studied, KIC 6678174 and KIC 11721304, we were able to detect period spacings that are completely in line with theoretical expectations as presented in [Miglio et al. (2008)] and [Bouabid et al. (2013)]. The analysis of KIC 11721304 was particularly successful, resulting in a series of 35 pulsation periods, hinting towards strong mixing processes. The frequency analysis of the two additional stars did not lead to firm conclusions.

It is important to keep in mind that the method cannot be automated and it remains necessary for the user to check carefully any detected period spacing pattern. As such, the applicant should be familiar with the basic aspects of the theoretical expectations for non-uniform period spacings. Detected spacings should then be verified and interpreted in terms of interior physics using extensive grids of theoretical pulsation properties from a combination of stellar evolution and pulsation codes. Such modelling will also allow us to assign values to the pulsation parameters $I$ and $m$.
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5. Discussion and conclusions
In this study we have developed a method to detect reliable period spacings in the complex frequency spectra of $\gamma$ Doradus stars. The various steps are as follows:

For KIC 6185513, we arrive at a candidate spacing pattern with $\Delta P \sim 400$ s for $\alpha \leq 0.3$. Even though this is consistent with the star’s $V \sin i$ value (78 $\pm$ 11 km s$^{-1}$), we treat the result with caution because the pattern consists of only eight frequencies and they are not consecutive as for the case of KIC 11721304.

Fig. 12. Top: A small part of the light curve of KIC 11721304. Bottom: The Fourier spectrum (black) of KIC 11721304. The grey areas indicate the locations of the linear combinations of the oscillation frequencies, which arise because of the asymmetry of the light curve of KIC 11721304.

Fig. 13. Top: A close-up of the Fourier transform of the light curve of KIC 6678174 (black) and the accepted frequencies in the region where the detected period spacing series is located. The frequencies which were accepted for $\alpha = 0.5$ are marked with full grey lines, and the ones for which $\alpha < 0.5$ are marked with dotted lines. Bottom: The period spacing as computed for the (accepted) frequencies shown in the top. The white markers indicate the spacings for frequencies accepted for $\alpha < 0.5$, while the dotted lines indicate the regions where there are likely frequencies missing.