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Abstract. Let $X$ be an abelian scheme over a base variety $S$ with endomorphism algebra $D$. We prove that the relative Chow motive $R(X/S)$ has a canonical decomposition as a direct sum of motives $R(\xi)$ where $\xi$ runs over an explicitly determined finite set of irreducible representations of the group $D^{op,*}$, such that $R(\xi)$, seen as a functor from Chow motives to $D^{op,*}$-representations, is $\xi$-isotypic. Our decomposition refines the motivic decomposition of Deninger and Murre, as well as Beauville's decomposition of the Chow group.

The second main result is that we construct a canonical generalized motivic Lefschetz decomposition. Inspired by work of Looijenga and Lunts in [17], the role of $\mathfrak{sl}_2$ in the classical theory is here replaced by a larger Lie algebra, generated by all Lefschetz and Lambda operators associated to non-degenerate line bundles. We construct an action of this larger Lie algebra on $R(X/S)$ and deduce from this a generalized Lefschetz decomposition. We also give a precise structure result for the Lefschetz components that arise.

As an application of our techniques, we provide a positive answer to a question of Claire Voisin concerning the analogue for abelian varieties of a conjecture of Beauville.
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Introduction

0.1. As an application of Fourier theory, Beauville proved in [3] that the Chow ring (with $\mathbb{Q}$-coefficients) of a $g$-dimensional abelian variety $X$ has a bigrading $\text{CH}(X) = \bigoplus_{j,s} \text{CH}^j_s(X)$, where the upper grading is given by the codimension of cycles and $[m]_X^* \text{ acts on } \text{CH}^j_s(X)$ as multiplication by $m^{2j-s}$. As shown by Deninger and Murre in [8], this decomposition in fact comes from a natural decomposition $R(X) = \bigoplus_{i=0}^{2g} R^i(X)$ of the Chow motive of $X$; we have $\text{CH}^j_s(X) = \text{CH}^j_s(R^{2g-s}(X))$. The results of Deninger and Murre are valid, more generally, for abelian schemes $X \to S$ over a smooth quasi-projective base variety over a field.

One way to state Beauville's result is by saying that $\mathbb{Q}^*$ acts on the Chow ring (letting $m/n \in \mathbb{Q}^*$ act as $[m]_X^* \circ [n]_X^{*,-1}$), and that the only characters that occur in this representation
are the characters \( q \mapsto q^i \) for \( i \in \{0, 1, \ldots, 2g\} \). The first main purpose of this paper is to explain how this can be refined in the presence of non-trivial endomorphisms.

To describe the result, consider an abelian scheme \( X \to S \) of relative dimension \( g \) whose endomorphism algebra \( D = \text{End}^0(X/S) \) is a simple algebra. (This is the essential case, to which the general case is reduced; see 4.8.) The group \( D^{\text{op}^*} \) acts on \( \text{CH}(X) \) and on the motives \( R^i(X/S) \), which are objects of the category \( \text{Mot}^0(S) \) of relative Chow motives over \( S \). This induces the structure of a \( D^{\text{op}^*} \)-representation on \( \text{Hom}_{\text{Mot}^0(S)}(M, R(X/S)) \), for any relative Chow motive \( M \).

Let \( G \) be \( D^{\text{op}^*} \), viewed as a reductive group over \( \mathbb{Q} \). The irreducible representations of \( G \) over \( \mathbb{Q} \) are indexed by the \( \Gamma \)-orbits in a space \( X^+ \) of highest weight vectors, where \( \Gamma \) is the absolute Galois group of the center of \( D \). There is a natural “weight function” \( \| \| : X^+ / \Gamma \to \mathbb{Z} \).

We define an explicit finite subset \( X_{\text{adm}}^0 / \Gamma \subset X^+ / \Gamma \) of “admissible” elements, and we describe an involution \( \xi \mapsto \xi^* \) of this set, with \( \| \xi^* \| = 2g - \| \xi \| \); see the body of the text for the details. Our first main result, Theorem 4.3, can then be stated as follows.

**Theorem 1.** — There is a unique motivic decomposition

\[
R(X/S) = \bigoplus_{\xi \in X_{\text{adm}}^0 / \Gamma} R^{(\xi)}(X/S)
\]

that is stable under the action of \( D^{\text{op}^*} \) and has the property that for any motive \( M \) the \( D^{\text{op}^*} \)-representation \( \text{Hom}_{\text{Mot}^0(S)}(M, R^{(\xi)}(X/S)) \) is \( \xi \)-isotypic. For \( \xi \in X_{\text{adm}}^0 / \Gamma \) we have \( 0 \leq \| \xi \| \leq 2g \) and \( R^i(X/S) \) is the direct sum of the motives \( R^{(\xi)}(X/S) \) with \( \| \xi \| = i \). Further we have a motivic Poincaré duality isomorphism \( R^{(\xi)}(X/S)^{\vee} \iso R^{(\xi^*)}(X/S)(g) \) and, for \( \xi \in X_{\text{adm}}^0 / \Gamma \) with \( \| \xi \| = i \), a motivic Fourier duality \( \mathcal{F} : R^{(\xi)}(X/S) \iso R^{(\xi^*)}(X^1/S)(g - i) \).

In particular, the Chow groups \( \text{CH}^j(R^{(\xi)}(X/S)) = \text{Hom}_{\text{Mot}^0(S)}(1(-j), R^{(\xi)}(X/S)) \) are \( \xi \)-isotypic as representations of \( D^{\text{op}^*} \).

**0.2.** The second goal of the paper is to construct a canonical motivic Lefschetz decomposition. As Künnemann has shown in [14], the choice of a polarization of \( X \) gives a motivic Lefschetz decomposition of \( R(X/S) \) in the category \( \text{Mot}(S) \) of relative Chow motives with respect to ungraded correspondences. This decomposition depends on the choice of the polarization; it is not, in general, compatible with the decomposition of Theorem 1.

In [17] Looijenga and Lunts introduced the idea that one may replace the Lie algebra \( \mathfrak{sl}_2 \) that gives the Lefschetz decomposition, by a larger “Néron-Severi Lie algebra” \( \mathfrak{g}_{\text{NS}} \) that is generated by the Lefschetz and Lambda operators associated to all possible choices of a polarization; they studied these operators on the cohomology of complex varieties and obtained some important results on the structure of the resulting Lie algebra.

Our canonical (generalized) Lefschetz decomposition of \( R(X/S) \) is obtained from the action of a Lie algebra \( \mathfrak{g} = \mathfrak{sp}(X \times_S X^1) \) on \( R(X/S) \); see Theorem 5.6. This Lie algebra \( \mathfrak{g} \) is essentially the Lie algebra \( \mathfrak{g}_{\text{NS}} \) of Looijenga and Lunts. (In some cases it is slightly bigger.) It has a grading \( \mathfrak{g} = \mathfrak{g}_{-2} \oplus \mathfrak{g}_0 \oplus \mathfrak{g}_2 \). The degree zero part \( \mathfrak{g}_0 \) is given by the endomorphisms of \( X \). The elements of \( \mathfrak{g}_2 \) (resp. \( \mathfrak{g}_{-2} \)) are the symmetric homomorphisms \( X \to X^1 \) (resp. \( X^1 \to X \)), acting on \( R(X/S) \) through Lefschetz operators (resp. Lambda operators) as defined by Künnemann. Our main new contribution is that we establish a commutation relation between arbitrary Lefschetz
and Lambda operators. (In [14] this is only done in the case where $L$ and $\Lambda$ come from the same polarization of $X$.) We should note that the action of $\mathfrak{g}$ on the motive is also closely related to earlier work of Mukai, Orlov and, especially, Polishchuk; see the introduction of Section 5 for further discussion.

As an application of Theorem 5.6, we obtain a generalized motivic Lefschetz decomposition. The result can be summarized as follows.

**Theorem 2.** — There is a unique motivic decomposition

\[ R(X/S) = \bigoplus_{\psi \in \text{Irrep}(\mathfrak{g})} R_\psi(X/S) \]

in the category $\text{Mot}(S)$ that is stable under the action of $\mathfrak{g}$ and has the property that for any motive $M$ the $\mathfrak{g}$-representation $\text{Hom}_{\text{Mot}(S)}(M, R_\psi(X/S))$ is $\psi$-isotypic. This decomposition is stable under the action of $D^{\text{op}}\ast$ and there is a unique decomposition

\[ R(X/S) = \bigoplus_{\psi \in \text{Irrep}(\mathfrak{g})} R_\psi(\xi)(X/S) \]

in $\text{Mot}^0(S)$ that is a common refinement of the decompositions (1) and (2).

**0.3.** We refer to the motives $R_\psi(X/S)$ as the Lefschetz components of $R(X/S)$. There are only finitely many non-zero Lefschetz components; see Remark 6.6 for how to determine which $\psi \in \text{Irrep}(\mathfrak{g})$ occur.

For a Lefschetz component $R_\psi = R_\psi(X/S)$ there is an integer $m$ such that $R_\psi$ lives in degree $g - m, g - m + 2, \ldots, g + m$. The summand $R_\psi^{\text{prim}} = R_\psi^{g-m}$ in the lowest degree is called the primitive part of $R_\psi$. In the classical case, when $D = \mathbb{Q}$, the Lefschetz component $R_\psi$ is isomorphic to $\oplus_{j=0}^m R_\psi^{\text{prim}}(-j)$. In general, however, $R_\psi$ is no longer a sum of copies of Tate twists of $R_\psi^{\text{prim}}$ and something new happens. The primitive part should, in fact, not be thought of as a “building block” for the whole Lefschetz component. This role is taken by a smaller piece $P_\psi(X/S)$ that we call the core of the Lefschetz motive.

**Theorem 3.** — Let $\psi: \mathfrak{g} \to \mathfrak{gl}(V)$ be an irreducible representation over $\mathbb{Q}$ such that the corresponding Lefschetz component $R_\psi(X/S)$ is non-zero, and consider the division algebra $B = \text{End}_\mathfrak{g}(V)$. Then there exists a motive $P_\psi(X/S)$ with right $B$-action such that $R_\psi(X/S) \cong P_\psi(X/S) \otimes_B V$.

See Theorem 6.5 in the text for a more precise version of this result, containing a more intrinsic description of the core. Let us note that the description of the Lefschetz component in the form “core $\otimes_B$ representation” seems new even if we pass to realizations. The primitive part $R_\psi^{\text{prim}}$ of a Lefschetz component is isomorphic to a sum of copies of the core $P_\psi$.

**0.4.** In the final section of the paper, we apply our techniques to answer a question of Claire Voisin. If $X$ is an abelian variety over a field we have Beauville’s decomposition of $\text{CH}(X)$, and it seems plausible that the associated descending filtration is a Bloch-Beilinson filtration. This speculation leads to some concrete, but very difficult, questions. For instance, it is expected that the cycle map should be injective on the zeroth layer $\text{CH}_{(0)}(X) = \oplus_j \text{CH}_{(0)}^{j}(X)$, but this seems to be
beyond reach of the presently available techniques. Voisin’s question is whether the cycle class map is injective on the classes that are polynomial expressions in the symmetric divisor classes. This is the analogue for abelian varieties of Beauville’s conjecture in [4] about the so-called weak splitting property. We obtain a positive answer to Voisin’s question.

Theorem 4. — Let $X$ be an abelian variety over a field $F$. Let $y \in CH(X)$ be an element that can be written as $y = P(\ell_1, \ldots, \ell_r)$ for some polynomial $P \in \mathbb{Q}[t_1, \ldots, t_r]$ and classes $\ell_i \in CH^1_{(0)}(X)$. If $y$ is numerically trivial, $y = 0$.

We have a similar result about the first “layer” $CH_{(1)}(X)$; in this case we prove that the Abel-Jacobi map is injective on the set of classes $y \in CH_{(1)}(X)$ that can be written as a polynomial in divisor classes. See Theorem 8.6.

To conclude this introduction let us note that G. Ancona, in his Paris thesis [1], has independently obtained related results for universal abelian schemes over PEL Shimura varieties over $\mathbb{C}$.

Acknowledgements. — I thank Christopher Deninger, Hélène Esnault, Klaus Künnemann and Frans Oort for their comments on an earlier version of the paper. I thank Claire Voisin for suggesting the problem discussed in Section 8.

Conventions. — Throughout, Chow groups are taken with $\mathbb{Q}$-coefficients. Unless specified otherwise, all actions of groups or algebras are left actions. If $x$ is an element in a $\mathbb{Q}$-algebra, we use the divided power notation $x^{[n]}$ for $x^n/n!$.

1. Some inputs from representation theory

1.1. In this section we consider a simple algebra $B$ of finite dimension over a field $k$ of characteristic 0. Let $K$ be the center of $B$, let $[K : k] = n$ and $d = \dim_K(B)^{1/2}$.

Let $\bar{k}$ be an algebraic closure of $k$ and let $\Sigma(K)$ denote the set of $k$-algebra homomorphisms $K \to \bar{k}$. Let $\bar{K}$ denote the normal closure of $K$ inside $\bar{k}$, and write $\Gamma = \text{Gal}(\bar{K}/k)$. The natural action of $\text{Gal}(\bar{k}/k)$ on $\Sigma(K)$ factors through an action of $\Gamma$.

1.2. Let $H$ be the reductive group over $K$ with $H(R) = (B \otimes_K R)^*$ for any commutative $K$-algebra $R$. Let $(X(H), \Phi, X^\vee(H), \Phi^\vee, \Delta)$ be the based root datum of $H$. We need to recall the definition of $X(H)$; see for instance [30], Section 1.2, for further details. Consider pairs $(T, Q)$ consisting of a maximal torus $T \subset H_K$ and a Borel subgroup $Q \subset H_K$ containing $T$. Given such a pair, let $X_{(T, Q)}$ denote the character group of $T$. If $(T', Q')$ is another pair, there exists an element $h \in H(\bar{K})$ such that $hTh^{-1} = T'$ and $hQh^{-1} = Q'$. The induced isomorphism $X_{(T', Q')} \sim X_{(T, Q)}$ is independent of the choice of $h$ and $X(H)$ is defined as the projective limit of the groups $X_{(T, Q)}$. For any pair $(T, Q)$ the natural map $X(H) \to X_{(T, Q)}$ is an isomorphism.

There is a natural choice for an ordered $\mathbb{Z}$-basis $\{e_1, \ldots, e_d\}$ of $X(H)$, obtained in the following way. Choose an isomorphism of $\bar{K}$-algebras $a: B \otimes_{\bar{k}} \bar{K} \sim M_d(\bar{K})$; this induces an isomorphism $\xi; H_{\bar{K}} \sim \text{GL}_{d, \bar{K}}$. Let $T \subset Q \subset H_{\bar{K}}$ be the maximal torus and Borel subgroup such that $\xi(T)$ is the diagonal torus and $\xi(Q)$ is the upper triangular Borel. Let $\epsilon'_j; \xi(T) \to \mathbb{G}_{m, K}$ be the character that sends a diagonal matrix with entries $(c_1, \ldots, c_d)$ to $c_j$, and define $\epsilon_j \in X_{(T, Q)}$.
by \( \epsilon_j = \epsilon'_j \circ \xi \). Then \( \{\epsilon_1, \ldots, \epsilon_d\} \) is an ordered \( \mathbb{Z}\)-basis of \( \mathcal{X}(T, Q) \). Now define \( \{\epsilon_1, \ldots, \epsilon_d\} \) to be the ordered \( \mathbb{Z}\)-basis of \( \mathcal{X}(H) \) such that \( \epsilon_j \mapsto \epsilon_j \) under the isomorphism \( \mathcal{X}(H) \xrightarrow{\sim} \mathcal{X}(T, Q) \).

It follows from the Skolem-Noether theorem and the definition of \( \mathcal{X}(H) \) that the ordered basis thus obtained does not depend on the choice of the isomorphism \( a \). Further it is clear from the construction that the roots are the vectors \( e_i - e_j \) for \( i \neq j \), and that the basis of positive roots is given by \( \Delta = \{e_i - e_{i+1} \mid i = 1, \ldots, d-1\} \).

1.3. The group \( H \) is an inner form of \( \text{GL}_d \); hence the Galois group \( \text{Gal}(\overline{K}/K) \) acts trivially on the root datum of \( H \). By [26], Thm. 7.2, we have a bijective correspondence between the set of irreducible finite-dimensional representations of \( H \) over \( K \) and the set \( \mathcal{X}(H)^+ \) of dominant weights.

With respect to the ordered basis \( \{\epsilon_1, \ldots, \epsilon_d\} \) as in 1.2, the dominant weights are the vectors \( \lambda_1 \epsilon_1 + \cdots + \lambda_d \epsilon_d \) for \( \lambda = (\lambda_1, \ldots, \lambda_d) \in \mathbb{Z}^d \) with \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_d \). This gives an identification of \( \mathcal{X}(H)^+ \) with the set

\[
\Lambda^+ = \{\lambda = (\lambda_1, \ldots, \lambda_d) \in \mathbb{Z}^d \mid \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_d\}.
\]

For \( \lambda \in \Lambda^+ = \mathcal{X}(H)^+ \), let \( \psi_\lambda \) be the corresponding irreducible representation of \( H \) over \( K \).

If \( \phi_\lambda \) is the irreducible representation of \( \text{GL}_d \) with highest weight given by \( \lambda \), the representation \( \psi_\lambda \) is a \( K \)-form of the representation \( \phi_\lambda^{\oplus d(\lambda)} \) for some integer \( d(\lambda) \) that divides \( d \). For later use, let us also recall that if \( \lambda_d \geq 0 \), the representation \( \phi_\lambda \) is the one obtained from the standard representation of \( \text{GL}_d \) applying the Schur functor \( S_\lambda \). In the general case, without the assumption that \( \lambda_d \geq 0 \), we take an integer \( m \) with \( \lambda_d + m \geq 0 \); then \( \phi_\lambda = \phi(\lambda_1+m, \ldots, \lambda_d+m) \otimes \det^{-m} \).

See for instance [9], Section 15.5.

1.4. Next we consider the reductive group \( G = \text{Res}_{K/k} H \) over \( k \). If \( R \) is a commutative \( k \)-algebra, \( G(R) = (B \otimes_k R)^* \). The set \( \mathcal{X}(G)^+ \) of dominant weights of \( G \) is given by \( \mathcal{X}(G)^+ = \bigoplus_{\sigma \in \Sigma(K)} \mathcal{X}(H)^+ \). Via the identification \( \mathcal{X}(H)^+ = \Lambda^+ \) of 1.3, we obtain an identification of \( \mathcal{X}(G)^+ \) with the set

\[
\mathcal{X}^+ = \bigoplus_{\sigma \in \Sigma(K)} \Lambda^+.
\]

The Galois group \( \text{Gal}(\overline{k}/k) \) acts on \( \mathcal{X}^+ = \mathcal{X}(G)^+ \) by its permutation of the summands; hence this action factors through an action of \( \Gamma \). By [26], Thm. 7.2, the irreducible \( k \)-representations of \( G \) are indexed by the elements of \( \mathcal{X}^+/\Gamma \). If \( \xi \) is a \( \Gamma \)-orbit in \( \mathcal{X}^+ \) we denote the corresponding irreducible representation of \( G \) by \( \rho_\xi \).

We have a natural isomorphism \( G \cong \prod_{\sigma \in \Sigma(K)} H_\sigma \), with \( H_\sigma = H \otimes_{K, \sigma} \overline{k} \). The representation \( \rho_{\xi, \overline{k}} \) decomposes as a direct sum \( \bigoplus_{\lambda \in \xi} \psi_\lambda \), where \( \psi_\lambda \) is the external tensor product \( \otimes_{\sigma \in \Sigma(K)} \psi_{\lambda(\sigma)} \). (Here \( \lambda \in \mathcal{X}^+ \) is viewed as a function \( \Sigma(K) \to \Lambda^+ \).

Note that, since \( G(k) = B^* \) is Zariski dense in \( G \), the representations \( \rho_{\xi, \overline{k}} \), for \( \xi \in \mathcal{X}^+/\Gamma \), are still irreducible and mutually non-equivalent as representations of the abstract group \( B^* \).

1.5. Choose a \( k \)-basis \( \{\beta_1, \ldots, \beta_N\} \) for \( B \) (with \( N = nd^2 \)). If \( E \) is a commutative \( k \)-algebra, we call a map \( r: B \to E \) a multiplicative homogeneous polynomial map over \( k \) of degree \( i \) if it has the following properties:

(a) \( r \) is multiplicative, in the sense that \( r(1) = 1 \) and \( r(b_1b_2) = r(b_1)r(b_2) \) for all \( b_1, b_2 \in B \);
(b) there exists a homogeneous polynomial \( P \in E[t_1, \ldots, t_N] \) of degree \( i \) such that \( r(c_1 \beta_1 + \cdots + c_N \beta_N) = P(c_1, \ldots, c_N) \) for all \( c_1, \ldots, c_N \in k \).

Note that the polynomial \( P \) in (b) is uniquely determined, because \( k \) is an infinite field.

Let \( V \) be a finite dimensional \( k \)-vector space. Consider a multiplicative homogeneous polynomial map \( r: B \to \text{End}_k(V) \) over \( k \) of degree \( i \). If \( R \) is a commutative \( k \)-algebra, define \( r_R: B \otimes_k R \to \text{End}_k(V \otimes_k R) = \text{End}_k(V) \otimes_k R \) by the relation \( r_R(c_1 \beta_1 + \cdots + c_N \beta_N) = P(c_1, \ldots, c_N) \), for \( c_1, \ldots, c_N \in R \). Using that \( r \) is multiplicative plus the fact that the field \( k \) is infinite, one easily shows that the map \( r_R \) is again multiplicative. Hence this construction defines an algebraic representation \( \phi_r: G \to \text{GL}(V) \) over \( k \). We refer to the representations of \( G \), or of \( B^* = G(k) \), that are obtained in this manner as the polynomial representations of degree \( i \).

1.6. Define a subset \( \Lambda^\text{pol} \subset \Lambda^+ \) by the condition that \( \lambda_d \geq 0 \), i.e.,

\[
\Lambda^\text{pol} = \{ \lambda = (\lambda_1, \ldots, \lambda_d) \in \mathbb{Z}^d \mid \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_d \geq 0 \}.
\]

Define \( X^\text{pol} = \bigoplus_{\sigma \in \Sigma(K)} \Lambda^\text{pol} \), which is a \( \Gamma \)-stable subset of \( X^+ \).

For \( \lambda \in X^\text{pol} \), define \( \| \lambda \| = \sum_{\sigma \in \Sigma(K)} |\lambda(\sigma)| \). As the map \( X^\text{pol} \to \mathbb{Z}_{\geq 0} \) given by \( \lambda \mapsto \| \lambda \| \) is \( \Gamma \)-invariant, it descends to a map \( \| \| : X^\text{pol}/\Gamma \to \mathbb{Z}_{\geq 0} \).

1.7. Proposition. — Let \( \phi: B^* \to \text{GL}(V) \) be a polynomial representation of degree \( i \). Then there is a unique decomposition

\[
(V, \phi) = \bigoplus_{\xi \in X^\text{pol}/\Gamma, \| \| = i} (V^{(\xi)}, \phi^{(\xi)})
\]

such that \( (V^{(\xi)}, \phi^{(\xi)}) \) is isomorphic to a sum of copies of the irreducible representation \( \rho_\xi \).

Proof. By construction, \( \phi: B^* \to \text{GL}(V) \) is obtained from an algebraic representation \( \phi_r: G \to \text{GL}(V) \) by evaluation on \( k \)-rational points. The irreducible representations that occur in \( \phi_r \) are again polynomial of degree \( i \), and this property is preserved if we extend scalars to \( \bar{K} \). Using the description of the representations \( \rho_{\xi, \bar{K}} \) given in 1.3 and 1.4 we see that the only irreducible representations \( \rho_{\xi} \) that are polynomial of degree \( i \) are those with \( \xi \in X^\text{pol}/\Gamma \) and \( \| \xi \| = i \). \( \square \)

1.8. Example. — The reduced norm \( \text{Nrd}: B^* \to k^* \) is a polynomial representation of degree \( nd \). It corresponds to the \( \Gamma \)-orbit in \( X^\text{pol} \) that consists of the single element \( \nu: \Sigma(K) \to \Lambda^\text{pol} \) with \( \nu(\sigma) = (1, \ldots, 1) \) for all \( \sigma \in \Sigma(K) \). If \( \xi \in X^\text{pol}/\Gamma \) is the orbit of \( \lambda: \Sigma(K) \to \Lambda^\text{pol} \), the representation \( \text{Nrd} \otimes \rho_\xi \) is again polynomial; it corresponds to the \( \Gamma \)-orbit in \( X^\text{pol} \) of the sum \( \nu + \lambda \).

1.9. Remark. — We shall have to deal with multiplicative homogeneous polynomial maps \( r: B \to \text{End}_k(V) \) of degree \( i \) where \( V \) is no longer assumed to have finite \( k \)-dimension. Then \( V \) is the union of its finite dimensional subspaces \( V' \) that are stable under all operators \( r(b) \) for \( b \in B \); see for instance [7], II, §2, 3.1. Hence, we again have a decomposition (1.7.1), of course with the understanding that the \( (V^{(\xi)}, \phi^{(\xi)}) \) will now in general be infinite sums of copies of \( \rho_\xi \). We refer to \( V^{(\xi)} \) as the \( \xi \)-isotypic component of \( V \).
2. Preliminaries on the action of endomorphisms on the Chow motive

2.1. Throughout this section, $F$ is a Dedekind ring and $S$ denotes a connected scheme that is smooth and of finite type over $F$. Let $\text{Mot}^0(S)$ be the category of Chow motives over $S$ with respect to graded correspondences, as defined as in [8], 1.6. Note that all results from [8] are valid in the generality considered here; see [16], Remark 1.1. (I thank K. K¨unnemann for pointing this out to me.)

Let $V_S$ denote the category of smooth projective $S$-schemes. We have a contravariant functor $V_S \to \text{Mot}^0(S)$, sending a smooth projective $X \to S$ to $R(X/S) = (X, [\Gamma_1], 0)$ and sending $f: X \to Y$ to the morphism $[\Gamma_f]: R(Y/S) \to R(X/S)$. The induced map on Chow rings is the pull-back map $f^*$.

Let $X \to S$ be an abelian scheme of relative dimension $g$ over $S$. For $m \in \mathbb{Z}$, let $\text{mult}(m): X \to X$ denote the multiplication by $m$ map. By [8], Cor. 3.2 the relative motive $R(X/S)$ decomposes in $\text{Mot}^0(S)$ as

\begin{equation}
R(X/S) = \bigoplus_{i=0}^{2g} R^i(X/S),
\end{equation}

in such a way that $[\Gamma_{\text{mult}(m)}]$ acts on $R^i(X/S)$ as multiplication by $m^i$. Let $[\Delta_{X/S}] = \sum_{i=0}^{2g} \pi_i$ be the corresponding decomposition of the diagonal of $X \times_S X$. If the context requires it we write $\pi_{X/S,i}$ instead of $\pi_i$. It is convenient to define $R^i(X/S) = 0$ and $\pi_i = 0$ if $i \notin \{0, \ldots, 2g\}$.

If $f: X \to Y$ is a homomorphism of abelian schemes over $S$ we have $[\Gamma_f] \circ \pi_{Y/S,i} = \pi_{X/S,i} \circ [\Gamma_f]$ for all $i$.

The first goal of this paper is to explain how, in the presence of non-trivial endomorphisms, the decomposition (2.1.1) may be refined. As a first example we consider the case of a product of abelian schemes. The following result is an immediate consequence of the work of Deninger and Murre in [8].

2.2. Proposition. — Let $X_1, \ldots, X_r$ be abelian schemes over $S$ with $X_\nu$ of relative dimension $g_\nu$. Write $X = X_1 \times_S \cdots \times_S X_r$, let $g = g_1 + \cdots + g_r$ and

\[ I_X = \{ i = (i_1, \ldots, i_r) \in \mathbb{Z}^r \mid 0 \leq i_\nu \leq 2g_\nu \}. \]

For $m = (m_1, \ldots, m_r)$, let $\text{mult}(m) \in \text{End}(X/S)$ be given by $(x_1, \ldots, x_r) \mapsto (m_1 x_1, \ldots, m_r x_r)$, and let $m^i = m_1^{i_1} \cdots m_r^{i_r}$. Then there is a unique decomposition

\begin{equation}
[\Delta_{X/S}] = \sum_{i \in I_X} \pi_i
\end{equation}

in $\text{End}_{\text{Mot}^0(S)}(R(X/S)) = \text{CH}^0(X \times_S X)$ such that the elements $\pi_i$ are mutually orthogonal idempotents and such that $[\Gamma_{\text{mult}(m)}] \circ \pi_i = m^i \cdot \pi_i$ for all $m \in \mathbb{Z}^r$ and $i \in I_X$. Moreover, $\pi_i \circ [\Gamma_{\text{mult}(m)}] = m^i \cdot \pi_i$ for all $m$ and $i$. Corresponding to (2.2.1) we have a decomposition

\[ R(X/S) = \bigoplus_{i \in I_X} R^i(X/S) \]

such that $[\Gamma_{\text{mult}(m)}]$ acts on $R^i(X/S)$ as multiplication by $m^i$.

Proof. This follows from the main results of [8] by taking tensor products. We have $R(X/S) = R(X_1/S) \otimes \cdots \otimes R(X_r/S)$ in $\text{Mot}^0(S)$. Now take $\pi_i = \pi_{X_1/S,i_1} \otimes \cdots \otimes \pi_{X_r/S,i_r}$ for $i = (i_1, \ldots, i_r) \in I_X$. \qed
2.3. Example. — (Cf. [15], (3.1.2)(ii).) Let $X$ and $Y$ be abelian schemes over $S$ with $X$ of relative dimension $g$. If $z \in \text{CH}(X \times_S Y)$ we have a decomposition $z = \sum z_{i,j}$ such that $[m,n]^*(z_{i,j}) = m^i n^j \cdot z_{i,j}$ for all integers $m$ and $n$. It follows from the relations in [8], Prop. 1.2.1, together with the motivic Poincaré duality $^t\pi_i = \pi_{2g-i}$ that $z_{i,j} = \pi_{Y/S,j} \circ z \circ \pi_{X/S,2g-i}$.

We apply this with $Y = X^\dagger$, the dual of $X$. Let $\ell = \ell_X \in \text{CH}^1(X \times_S X^\dagger)$ be the first Chern class of the Poincaré bundle, and recall that we use the divided power notation $\ell^{[n]} = \ell^n/n!$. Then $\ell = \ell_{1,1}$, hence, $\ell^{[i]} = \pi_i(X^! / S) \circ \ell^{[i]} \circ \pi_{2g-i}(X/S)$. Now use the Mukai-Beauville relation $\mathcal{F}^\dagger \circ \mathcal{F} = (-1)^g \cdot [-1]^*$ and view $\ell^{[i]} \in \text{CH}^i(X \times_S X^\dagger)$ as a morphism from $R(X/S) = \oplus R^i(X/S)$ to $R(X^\dagger / S)(g-i) = \oplus R^i(X^\dagger / S)(i-g)$. It follows that the only non-zero component of this morphism is a Fourier duality isomorphism

$$\ell^{[i]}: R^{2g-i}(X/S) \sim \to R^i(X^\dagger / S)(i-g).$$

(The interpretation is that the dual abelian scheme is the Poincaré dual of $X$. Indeed, combining (2.3.1) with the motivic Poincaré duality $R^i(X/S)^\vee = R^{2g-i}(X/S)(g)$ we find that $R^i(X^\dagger / S) \cong R^i(X/S)^\vee(-i)$.)

2.4. With $S$ as in 2.1, consider an abelian scheme $X \to S$ of relative dimension $g > 0$. If $m$ is a nonzero integer, it follows from the results discussed above that the endomorphisms $[\Gamma_{\text{mult}(m)}]$ and $[\Gamma_{\text{mult}(m)}]$ of $R(X/S)$ are invertible. Every element $\alpha$ of the endomorphism algebra $D = \text{End}^0(X/S)$ can be written in the form $\alpha = f/m$ for some $f \in \text{End}(X/S)$ and some integer $m \neq 0$. We then define classes $[\Gamma_\alpha]$ and $[\Gamma_\alpha]$ in $\text{CH}^g(X \times_S X)$ by

$$[\Gamma_\alpha] = [\Gamma_f] \circ [\Gamma_{\text{mult}(m)}]^{-1}, \quad [\Gamma_\alpha] = [\Gamma_f] \circ [\Gamma_{\text{mult}(m)}]^{-1}.$$  

In what follows we denote the induced endomorphisms of $\text{CH}(X)$ simply by $\alpha^*$ and $\alpha_*$.

For $i \geq 0$ we have $\pi_i \circ [\Gamma_\alpha] = [\Gamma_\alpha] \circ \pi_i$. Define $r^{(i)}: D^\text{op} \to \text{End}_{\text{Mot}^e(S)}(R^i(X/S))$ by $r^{(i)}(\alpha) = [\Gamma_\alpha] \circ \pi_i$. The maps $r^{(i)}$ are multiplicative but not, in general, additive. In particular, the group $D^{\text{op},*}$ acts on $R^i(X/S)$ by automorphisms.

2.5. Proposition. — The map $r^{(1)}: D^\text{op} \to \text{End}_{\text{Mot}^e(S)}(R^1(X/S))$ is an isomorphism of $\mathbb{Q}$-algebras.

Proof. See [13], Prop. 2.2.1. \hfill \Box

2.6. Corollary. — The map $r^{(i)}: D^\text{op} \to \text{End}_{\text{Mot}^e(S)}(R^i(X/S))$ defined in 2.4 is a multiplicative homogeneous polynomial map over $\mathbb{Q}$ of degree $i$.

Proof. We already know that $r^{(i)}$ is multiplicative. Taking the isomorphism $R^i(X/S) \sim \to \wedge^i R^1(X/S)$ of [15], Thm. (3.3.1), as an identification, the map $r^{(i)}$ is the composition of the homomorphism $r^{(1)}$ with the map $\text{End}_{\text{Mot}^e(S)}(R^1(X/S)) \to \text{End}_{\text{Mot}^e(S)}(R^i(X/S))$ that sends an endomorphism $h$ of $R^1(X/S)$ to the induced endomorphism $\wedge^i h = h \wedge \cdots \wedge h$ of $R^i(X/S)$. It follows that $r^{(i)}$ is a homogeneous polynomial map of degree $i$. \hfill \Box
3. Duality

3.1. Again let $X \to S$ be an abelian scheme of relative dimension $g$. We assume that the endomorphism algebra $D = \text{End}^0(X/S)$ is a simple $\mathbb{Q}$-algebra of finite dimension. (For the general case see 4.8.) Let $K$ be the center of $D$. Let $n = [K : \mathbb{Q}]$ and $d = \dim_K(D)^{1/2}$. Let $\Sigma(K)$ be the set of ring homomorphisms $K \to \overline{\mathbb{Q}}$, let $\hat{K} \subset \overline{\mathbb{Q}}$ denote the normal closure of $K$ inside $\overline{\mathbb{Q}}$, and write $\Gamma = \text{Gal}(\hat{K}/\mathbb{Q})$.

We apply the theory of Section 1 with $k = \mathbb{Q}$ and three different choices for $B$, to be discussed in more detail below. In each case $B$ is central simple of dimension $d^2$ over $K$. The meaning of $\Sigma(K)$ and $\Gamma$ is the same in all cases and the notation we use is consistent with the notation introduced in Section 1. In each case we index the irreducible algebraic representations of $B^*$ by $\mathbb{Z}^+/\Gamma$, following the method discussed in 1.2–1.4.

Let us now give some more details about the group actions we consider.

(a) We shall mostly take the cohomological perspective. In this case we consider $B = D^{\text{op}}$, acting on $\text{CH}(X)$ through the operators $f^*$. Let $H$ denote the reductive group over $K$ with $H(R) = (D^{\text{op}} \otimes_K R)^*$ and let $G = \text{Res}_{K/\mathbb{Q}} H$. For $\lambda \in \Lambda^+$, let $\psi_\lambda$ be the corresponding irreducible representation of $H$ over $K$. For $\xi \in \mathbb{X}^+/\Gamma$, let $\rho_\xi$ be the corresponding irreducible representation of $G(\mathbb{Q}) = D^{\text{op}}$ over $\mathbb{Q}$.

(b) In order to describe Poincaré duality we need the homological perspective, letting $B = D$ act on $\text{CH}(X)$ through the operators $f_\ast$. Let $H'$ be the reductive group over $K$ with $H'(R) = (D \otimes_K R)^*$ and let $G' = \text{Res}_{K/\mathbb{Q}} H'$. For $\lambda \in \Lambda^+$, let $\psi'_\lambda$ be the corresponding irreducible representation of $H'$ over $K$. For $\xi \in \mathbb{X}^+/\Gamma$, the corresponding irreducible representation of $G'(\mathbb{Q}) = D^\ast$ over $\mathbb{Q}$ is denoted by $\rho'_\xi$.

(c) Let $X^\dagger \to S$ be the dual abelian scheme and let $D^\dagger = \text{End}(X^\dagger/S) \otimes \mathbb{Q}$. If $f$ is an endomorphism of $X/S$, let $f^\dagger: X^\dagger \to X^\dagger$ denote the dual endomorphism. The map $f \mapsto f^\dagger$ gives an isomorphism of $\mathbb{Q}$-algebras $D \iso D^{\dagger,\text{op}}$ and we use this to identify the center of $D^{\dagger,\text{op}}$ with $K$. (This may lead to confusion; see 3.5.) For the rest the pattern is the same as in (a). We consider $\text{CH}(X^\dagger)$ as a representation of $D^{\dagger,\text{op}}$, with $g \in D^{\dagger,\text{op}}$ acting as $g^\dagger$. For $\xi \in \mathbb{X}^+/\Gamma$, let $\rho^\dagger_\xi$ be the corresponding irreducible representation of $D^{\dagger,\text{op}}$ over $\mathbb{Q}$.

3.2. Lemma. — Let $\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_d)$ be an element of $\Lambda^+$. Then the representation $\tau$ of $H'$ over $K$ given by $\tau(h) = \psi_\lambda(h^{-1})$ is isomorphic to $\psi'_\mu$, where $\mu = (-\lambda_d, \ldots, -\lambda_1)$.

Proof. It is clear that $\tau$ is an irreducible representation of $H'$. As the representations are determined by their highest weights, we may work over $\hat{K}$. Choose an isomorphism of $\hat{K}$-algebras $a: D^{\text{op}}_{\hat{K}} \iso M_d(\hat{K})$, and define $a': D_{\hat{K}} \iso M_d(\hat{K})$ by $a'(\delta) = a(\delta)^t$, the transpose of $a(\delta)$. Let $\xi': H'_{\hat{K}} \iso \text{GL}_{d,\hat{K}}$ and $\xi: H_{\hat{K}} \iso \text{GL}_{d,\hat{K}}$ be the induced isomorphisms of algebraic groups. Via these isomorphisms we can view both $\psi_\lambda$ and $\tau$ as representations of $\text{GL}_{d,\hat{K}}$; in other words, we consider $\psi_\lambda \circ \xi^{-1}$ and $\tau \circ (\xi')^{-1}$. In both cases the highest weight is taken with regard to the diagonal torus $T$ and the upper triangular Borel $Q \subset \text{GL}_d$. We have

$$(\tau \circ (\xi')^{-1})(g) = (\psi_\lambda \circ \xi^{-1})(^t g^{-1}).$$

Let $\beta$ be the automorphism of $\text{GL}_d$ given by $g \mapsto ^t g^{-1}$. Then $\beta(T) = T$ and $\beta(Q) = Q^-$, the lower triangular Borel subgroup. If $A \in \text{GL}_d(\hat{K})$ is the anti-diagonal matrix with all anti-diagonal coefficients equal to 1, the inner automorphism $\text{Inn}(A)$ transforms $(T, Q^-)$ back
to \((T, Q)\), and the effect of \(\text{Inn}(A) \circ \beta\) on the character group of \(T\) is given by \(e_i \mapsto -e_{d-i}\). Hence if \(\psi_\lambda \circ \xi^{-1}\) has highest weight \(\lambda_1 e_1 + \cdots + \lambda_d e_d\), the highest weight of \(\tau \circ (\xi')^{-1}\) is 
\[-\lambda_d e_1 - \cdots - \lambda_1 e_d.\]

\[\square\]

**3.3. Notation.** — For \(\lambda = (\lambda_1, \ldots, \lambda_d)\) in \(\Lambda^+\) define

\[\lambda^* = \left(\frac{2g}{nd} - \lambda_d, \ldots, \frac{2g}{nd} - \lambda_1\right).\]

Note that \(2g/nd\) is an integer; see [20], Chap. 19, Corollary to Thm. 4. Hence \(\lambda^*\) is again an element of \(\Lambda^+\). For \(\lambda \in \mathbb{X}^+\), define \(\lambda^* \in \mathbb{X}^+\) by the rule \(\lambda^*(\sigma) = \lambda(\sigma)^*\). For \(\xi \in \mathbb{X}^+/\Gamma\), let \(\xi^*\) denote the \(\Gamma\)-orbit consisting of the elements \(\lambda^*\), for \(\lambda \in \xi\). Note that \(\|\xi^*\| = 2g - \|\xi\|\).

**3.4. Proposition.** — Let \(V \subset \text{CH}(X)\) be an irreducible subrepresentation of \(D^{\text{op}*}\) that is isomorphic to \(\rho_\xi\).

(i) The subspace \(V \subset \text{CH}(X)\) is stable under the action of the operators \(f_\ast\), for \(f \in D\), and \(V\) is isomorphic to \(\rho_\xi^\dagger\) as a representation of \(D^\ast\).

(ii) Let \(\mathcal{F}: \text{CH}(X) \xrightarrow{\sim} \text{CH}(X^\dagger)\) be the Fourier transform. Then \(\mathcal{F}(V) \subset \text{CH}(X^\dagger)\) is an irreducible subrepresentation of \(D^{1,\text{op}*}\) that is isomorphic to \(\rho_\xi^\dagger\).

**Proof.**

(i) Let \(f \in D^{\text{op}*}\). Then \(f\) is a quasi-isogeny of \(X\) to itself. Its degree \(\deg(f)\) equals \(\text{Nrd}(f)^{(2g/nd)}\), where \(\text{Nrd}: D^{\text{op}*} \rightarrow \mathbb{Q}^*\) is the reduced norm character. (See 1.8.) For \(z \in \text{CH}(X)\) we have the relation \(f_\ast(z) = \deg(f) \cdot (1/f)^*(z)\). Now use 1.8 and Lemma 3.2.

(ii) For \(f \in D\) and \(z \in \text{CH}(X)\) we have the relation \(\mathcal{F}(f_\ast(z)) = f^\dagger,(\mathcal{F}(z))\). So (ii) follows from (i).

\[\square\]

**3.5. Caution.** — The field \(K\) is either totally real or a CM field. In (ii) of the Proposition, it is important that we identify \(K\) with the center of \(D^{1,\text{op}}\) via the isomorphism \(D \xrightarrow{\sim} D^{1,\text{op}}\) given by \(f \mapsto f^\dagger\). If we choose a polarization \(\theta: X \rightarrow X^\dagger\), the resulting isomorphism \(D \xrightarrow{\sim} D^\dagger\) gives the complex conjugate identification of \(K\) with the center of \(D^{1,\text{op}}\). Under that identification, the Fourier dual of a \(D^{\text{op}*}\)-subrepresentation \(V \subset \text{CH}(X)\) of type \(\rho_\xi\) is a \(D^{1,\text{op}*}\)-subrepresentation \(\mathcal{F}(V) \subset \text{CH}(X^\dagger)\) of type \(\rho_\xi^\dagger\), where \(\xi^* \in \mathbb{X}^\text{adm}/\Gamma\) is the complex conjugate of \(\xi^*\).

**4. Motivic decomposition**

We retain the notation and assumptions of 3.1.

**4.1.** Define a subset \(\Lambda^\text{adm} \subset \Lambda^\text{pol}\) of “admissible” elements by the condition that \((2g/nd) \geq \lambda_1\); so,

\[\Lambda^\text{adm} = \left\{\lambda = (\lambda_1, \ldots, \lambda_d) \in \mathbb{Z}^d \mid \frac{2g}{nd} \geq \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_d \geq 0\right\}.\]

Define \(X^\text{adm} = \bigoplus_{\sigma \in \Sigma(K)} \Lambda^\text{adm}\), which is a \(\Gamma\)-stable subset of \(X^+\). Note that \(0 \leq \|\xi\| \leq 2g\) for all \(\xi \in X^\text{adm}/\Gamma\). If \(\lambda \in X^\text{adm}\) then \(\lambda^*\) is an element of \(X^\text{adm}\), too; hence \(\xi \mapsto \xi^*\) is an involutive automorphism of \(X^\text{adm}/\Gamma\).
4.2. Theorem. — There is a unique decomposition

\[
\begin{equation}
(4.2.1) \quad \text{CH}(X) = \bigoplus_{\xi \in X^{\text{adm}}/\Gamma} \text{CH}^{(\xi)}(X)
\end{equation}
\]

as a representation of $D^{\text{op},*}$, such that $\text{CH}^{(\xi)}(X)$ is $\xi$-isotypic. The subspace $\text{CH}(R^i(X/S)) \subset \text{CH}(X)$ is the direct sum of the $\text{CH}^{(\xi)}(X)$ with $\|\xi\| = i$. For $\xi \in X^{\text{adm}}/\Gamma$, the Fourier transform $\mathcal{F}$ restricts to an isomorphism $\mathcal{F}: \text{CH}^{(\xi)}(X) \xrightarrow{\sim} \text{CH}^{(\xi^\dagger)}(X^\dagger)$.

Proof. By 2.6 we can apply Prop. 1.7. This gives a decomposition of $\text{CH}(R^i(X/S))$ as a direct sum of subspaces $\text{CH}^{(\xi)}(R^i(X/S))$ for $\xi \in X^{\text{pol}}/\Gamma$ with $\|\xi\| = i$. (Cf. 1.9.) If $\text{CH}^{(\xi)}(R^i(X/S)) \neq 0$ then it follows from Prop. 3.4 that $\xi^* \in X^{\text{pol}}/\Gamma \subset X^+/\Gamma$. This implies that $\xi \in X^{\text{adm}}/\Gamma$. The last assertion is immediate from Prop. 3.4(ii).

As the decomposition of the Chow group has good functorial properties, we obtain from it a motivic decomposition.

4.3. Theorem. — (i) There is a unique decomposition

\[
(4.3.1) \quad R(X/S) = \bigoplus_{\xi \in X^{\text{adm}}/\Gamma} R^{(\xi)}(X/S),
\]

in $\text{Mot}^0(S)$ that is stable under the action of $D^{\text{op},*}$ and has the property that for any $M$ in $\text{Mot}^0(S)$ the $D^{\text{op},*}$-representation $\text{Hom}_{\text{Mot}^0(S)}(M, R^{(\xi)}(X/S))$ is $\xi$-isotypic. The submotive $R^i(X/S)$ is the direct sum of the $R^{(\xi)}(X/S)$ with $\|\xi\| = i$.

(ii) For $\xi \in X^{\text{adm}}/\Gamma$ the subspace $\text{CH}(R^{(\xi)}(X/S)) \subset \text{CH}(X)$ is the $\xi$-isotypic component $\text{CH}^{(\xi)}(X) \subset \text{CH}(X)$ of (4.2.1).

(iii) Let $\delta_\xi$ be the idempotent in $\text{CH}^0(X \times_X X) = \text{End}_{\text{Mot}^0(S)}(R(X/S))$ that defines the submotive $R^{(\xi)}(X/S)$, so that $|\Delta_{X/S}| = \sum_{\xi \in X^{\text{adm}}/\Gamma} \delta_\xi$ is the decomposition of the diagonal that corresponds with (4.3.1). Then $\delta_\xi = \delta_{\xi^*}$; hence

\[
R^{(\xi)}(X/S)^{\vee} = R^{(\xi^*)}(X/S)(g).
\]

(iv) The motivic Fourier duality $R^{2g-i}(X/S) \xrightarrow{\sim} R^i(X^\dagger/S)(i-g)$ of (2.3.1) is the direct sum of isomorphisms

\[
R^{(\xi)}(X/S) \xrightarrow{\sim} R^{(\xi^*)}(X^\dagger/S)(i-g)
\]

for $\xi \in X^{\text{adm}}/\Gamma$ with $\|\xi\| = 2g - i$.

Proof. Let $M = (Y, p, m)$ be an object of $\text{Mot}^0(S)$. We first assume $Y$ is connected. Viewing $Y \times_X X$ as an abelian scheme over $Y$ via the first projection, Thm. 4.2 gives us an isotypic decomposition $\text{CH}(Y \times_X X) = \bigoplus_{\xi \in X^{\text{adm}}/\Gamma} \text{CH}^{(\xi)}(Y \times_X X)$. Note that $\alpha \in D$ acts on $\text{CH}(Y \times_X X)$ as $(\text{id}_Y \times \alpha)^*$. By definition, $\text{Hom}_{\text{Mot}^0(S)}(M, R(X/S)) = \text{CH}^{d-m}(Y \times_X X) \circ p$, with $d = \dim(Y/S)$. By [8], Prop. 1.2.1, we have $(1 \times \alpha)^*(\zeta \circ p) = (1 \times \alpha)^* \zeta \circ p$ for all $\alpha \in D$ and $\zeta \in \text{CH}(Y \times_X X)$; this just says that the endomorphism of $\text{CH}(Y \times_X X)$ given by $\zeta \mapsto \zeta \circ p$ is $D^{\text{op},*}$-equivariant. Hence we have a decomposition

\[
(4.3.2) \quad \text{Hom}_{\text{Mot}^0(S)}(M, R(X/S)) = \bigoplus_{\xi \in X^{\text{adm}}/\Gamma} H^{(\xi)}
\]
with $H^{(\xi)}$ a $\xi$-isotypic representation of $D^{op,*}$. If $Y$ is not connected we obtain the same conclusion by first decomposing $M$ as a finite sum of motives on connected $S$-schemes. Moreover, it is straightforward to verify that the decomposition (4.3.2) is functorial. By Yoneda, together with the fact that $\text{Mot}^0(S)$ is pseudo-abelian, we therefore have a decomposition (4.3.1) with the properties stated in (i).

Part (ii) of the theorem follows from (i) by taking $M = 1(-j)$ for various $j$, and (iv) follows from the last assertion of Thm. 4.2, again using a Yoneda argument.

For (iii) we first recall from 3.1(c) that we have a natural isomorphism $\tau: D^* \cong D^{\dagger, op,*}$. On $R^i(X/S)^{\vee}$ we have an action of $D^*$. On $R^i(X^\dagger/S)(i)$ we have an action of $D^{\dagger, op,*}$. Further, the isomorphism $R^i(X/S)^{\vee} \cong R^i(X^\dagger/S)(i)$ of 2.3 is equivariant with respect to $\tau$. (Cf. the proof of 3.4(ii).) With these remarks, (iii) follows from (iv).

4.4. **Remark.** — Viewing $X \times_S X$ as an abelian scheme over $X$ via the first projection we have a decomposition $\text{CH}(X \times_S X) = \bigoplus_{\xi \in \mathbb{X}^{adm}/\Gamma} \text{CH}^{(\xi)}(X \times_S X)$. The projectors $\delta_\xi$ that give (4.3.1) are the components of the identity $[\Gamma_{id}]$ in this decomposition.

4.5. **Example.** — Suppose $D$ is a quaternion algebra with center $\mathbb{Q}$. In this case $\mathbb{X}(G)^{adm}/\Gamma$ is the set of pairs $\lambda = (\lambda_1, \lambda_2)$ with $g \geq \lambda_1 \geq \lambda_2 \geq 0$. Viewing $D^{op,*}$ as an inner form of $\text{GL}_2$ over $\mathbb{Q}$, the irreducible representation $\rho_\lambda$ associated with $\lambda$ (which in this case is the same as the representation $\psi_\lambda$ of 1.3) is a $\mathbb{Q}$-form of $d(\lambda)$ copies of the representation $\text{Sym}^{\lambda_1 - \lambda_2}(V) \otimes \text{det}^{\otimes \lambda_2}$, where $V$ is the standard representation of $\text{GL}_2$ and where

\begin{equation}
(4.5.1) \quad d(\lambda) = \begin{cases} 
1 & \text{if } \lambda_1 - \lambda_2 \text{ is even;} \\
2 & \text{if } \lambda_1 - \lambda_2 \text{ is odd.}
\end{cases}
\end{equation}

For $0 \leq i \leq g$ we obtain a decomposition

$$R^i(X/S) = R^{(i,0)} \oplus R^{(i-1,1)} \oplus \cdots \oplus R^{(\nu,i-\nu)} \quad \text{with } \nu = [i/2].$$

For $g \leq i \leq 2g$ the decomposition takes the form

$$R^i(X/S) = R^{(g,i-g)} \oplus R^{(g-1,i+1-g)} \oplus \cdots \oplus R^{(g-\nu,i+\nu-g)} \quad \text{with } \nu = [(2g - i)/2].$$

Fourier duality exchanges $R^{(\lambda_1,\lambda_2)}(X/S)$ and $R^{(g-\lambda_2,g-\lambda_1)}(X^\dagger/S)$. By looking at cohomology we can see that in general all summands $R^{(\lambda_1,\lambda_2)}$ in the indicated range are non-zero.

A formal consequence of Thm. 4.3 is that we also get a decomposition of any realization of $R(X/S)$ on a $\mathbb{Q}$-vector space.

4.6. **Corollary.** — Let $\text{Vect}_\mathbb{Q}$ be the category of $\mathbb{Q}$-vector spaces. If $\Phi: \text{Mot}^0(S) \to \text{Vect}_\mathbb{Q}$ is a $\mathbb{Q}$-linear functor, $\Phi(R^0(X/S)) = \bigoplus_{\xi \in \mathbb{X}^{adm}/\Gamma} \Phi(R^{(\xi)}(X/S))$ and $\Phi(R^{(\xi)}(X/S))$ is $\xi$-isotypic as a representation of $D^{op,*}$.

**Proof.** Write $R^{(\xi)} = R^{(\xi)}(X/S)$. The endomorphism algebra $\text{End}(R^{(\xi)})$ is a representation of $D^{op,*}$ through its action on the target, and by Thm. 4.3(i) this representation is $\xi$-isotypic. Let $E_\xi \subset \text{End}(R^{(\xi)})$ be the $D^{op,*}$-subrepresentation generated by the identity. Equivalently, $E_\xi$ is the image of the group algebra $\mathbb{Q}[D^{op,*}]$ in $\text{End}(R^{(\xi)})$. If $u \in \Phi(R^{(\xi)})$, the $D^{op,*}$-submodule of $\Phi(R^{(\xi)})$ generated by $u$ is a quotient of $E_\xi$; hence this submodule is again $\xi$-isotypic. □
4.7. Example. — For the higher Chow groups (with $\mathbb{Q}$-coefficients) we have

$$\text{CH}(X; j) = \bigoplus_{\xi \in \mathbb{X}_{\text{adm}}/\Gamma} \text{CH}(R(\xi)(X/S); j)$$

and $\text{CH}(R(\xi)(X/S); j)$ is $\xi$-isotypic as a representation of $D^{\text{op},*}$.

Depending on the context we can draw similar conclusions for cohomology. For instance, if the ground field $F$ is $\mathbb{C}$ and if $q: X \to S$ is the structural morphism, the variation of Hodge structure $V = R^0 q_* \mathbb{Q}_X$ decomposes as a direct sum $\oplus_{\xi \in \mathbb{X}_{\text{adm}}/\Gamma} \mathcal{V}(\xi)$ where $\mathcal{V}(\xi) \subset V$ is cut out by the projector $\delta_\xi$ and is $\xi$-isotypic as a sheaf of $D^{\text{op},*}$-modules.

If we have a cohomology theory with coefficients in a field $\mathbb{F}$ of characteristic 0, we can in general only conclude that the cohomology of $R(\xi)(X/S)$ is a quotient of a sum of copies of $\rho_{\xi,\mathbb{F}}$. For instance, if $E$ is a supersingular elliptic curve over $\mathbb{F}_p$, in which case $D$ is a quaternion algebra over $\mathbb{Q}$, there is a unique class $\xi \in \mathbb{X}_{\text{adm}}/\Gamma$ with $\|\xi\| = 1$ (see 4.5) and $\rho_\xi$ has dimension 4; so the $\ell$-adic cohomology $H^1(E, \mathbb{Q}_\ell)$ is only “half” a copy of $\rho_{\xi,\mathbb{Q}_\ell}$.

4.8. Remark. — So far we have assumed that the endomorphism algebra $\text{End}^0(X/S)$ is a simple $\mathbb{Q}$-algebra. This assumption was made for simplicity of exposition and is not essential.

Let $\eta$ be the generic point of $S$. Then $\text{End}^0(X/S) = \text{End}^0(X_\eta/\eta)$, so the assumption that $\text{End}^0(X/S)$ is simple just means that the generic fiber $X_\eta$ is isogenous to a power of a simple abelian variety over $\eta$. We do not know if this implies that $X$, as an abelian scheme over $S$, is isogenous to a power of a simple abelian scheme. Similarly, if, in the general case, $\text{End}^0(X/S) = D_1 \times \cdots \times D_r$ is the decomposition of the endomorphism algebra as a product of simple factors, we do not know if $X$ is necessarily isogenous to a product $Y_1 \times \cdots \times Y_r$ with $\text{End}^0(Y_j) = D_j$. Nonetheless, the motive $R^1(X/S)$ behaves as if this were the case, since by Lemma 2.5 we have a decomposition

$$R^1(X/S) = M_1 \oplus \cdots \oplus M_r$$

in $\text{Mot}^0(S)$ with $D_j$ acting trivially on the factors $M_i$ for $i \neq j$. All further arguments go through without essential changes, and Thms. 4.2 and 4.3 are valid in this more general context, except that we have to replace the index set $\mathbb{X}_{\text{adm}}/\Gamma$ by the product $\prod_{j=1}^r \mathbb{X}_{\text{adm}}/\Gamma_j$ of the index sets associated to the factors $D_j$. We leave it to the reader to write out the details.

Let us also note that, instead of taking $D = \text{End}^0(X/S)$, we may work with a semisimple subalgebra $D \subset \text{End}^0(X/S)$. In fact, taking a smaller algebra may give a finer motivic decomposition. For example, suppose $X = Y \times Y$ for some abelian scheme $Y/S$ with $\text{End}(Y/S) = \mathbb{Z}$. Then the decomposition of 2.2 is finer than the decomposition of $R(X/S)$ we obtain by applying 4.3 to $X$, taking $D = \text{End}^0(X/S)$. However, the finer decomposition in 2.2 does not give information on how $\text{GL}_2(\mathbb{Q})$ acts; it only takes into account the action of the diagonal subgroup $\mathbb{Q}^* \times \mathbb{Q}^*$.

4.9. Remark. — There is another, perhaps more elementary, way to obtain a motivic decomposition of $R(X/S)$, which coincides with (4.3.1) if $D = K$ but which in general is coarser. For this we need to work in the category $\text{Mot}^0(S; \bar{K})$ of relative Chow motives with coefficients in the normal closure $\bar{K}$. Write $R^n(X/S; \bar{K})$ for the image of $R^n(X/S)$ under the natural functor $\text{Mot}^0(S) \to \text{Mot}^0(S; \bar{K})$. 
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Let $D_{\tilde{K}} = D \otimes_{\mathbb{Q}} \tilde{K}$. Then $D_{\tilde{K}} = \prod_{\sigma \in \Sigma(K)} D_{\sigma}$, where $D_{\sigma} = D \otimes_{K, \sigma} \tilde{K}$. Let $1 = \sum e_{\sigma}$ be the corresponding decomposition of $1 \in D_{\tilde{K}}$ as a sum of idempotents. By Prop. 2.5 we have an algebra homomorphism $r_{\tilde{K}}: D^{pp}_{\tilde{K}} \to \text{End}_{\text{Mot}^0(S; \tilde{K})}(R^i(X/S; \tilde{K}))$. This gives a decomposition $R^i(X/S; \tilde{K}) = \oplus_{\sigma \in \Sigma(K)} R_{\sigma}$, where $R_{\sigma}$ is the submotive of $R^i(X/S; \tilde{K})$ cut out by the idempotent $r_{\tilde{K}}(e_{\sigma})$.

Let $J = (\mathbb{Z}_{\geq 0})^{\Sigma(K)}$, and for $i \geq 0$ define a subset $J(i) \subset J$ by

$$J(i) = \{ j: \Sigma(K) \to \mathbb{Z}_{\geq 0} \mid |j| = i \},$$

where $|j| = \sum_{\sigma \in \Sigma(K)} j(\sigma)$. Taking exterior powers and using K"unnemann’s isomorphism \( \wedge R^i(X/S) \cong R^i(X/S) \), we obtain decompositions

$$R^i(X/S; \tilde{K}) = \bigoplus_{j \in J(i)} R^{(j)}(X/S; \tilde{K}) \quad \text{such that} \quad R^{(j)}(X/S; \tilde{K}) \cong \bigotimes_{\sigma \in \Sigma(K)} \left( \wedge^{j(\sigma)} R_{\sigma} \right).$$

(The calculation of the exterior powers works as expected; cf. [6], Section 1.) Fixing $i \geq 0$, let $1 = \sum_{j \in J(i)} \tilde{e}_j$ be the corresponding decomposition of $1 \in \text{End}_{\text{Mot}^0(S; \tilde{K})}(R^i(X/S; \tilde{K}))$ as a sum of idempotents. The Galois group $\Gamma$ acts on $J(i)$ and on the endomorphism algebra of the motive $R^i(X/S; \tilde{K})$. If $\gamma \in \Gamma$ sends $j \in J(i)$ to $j'$ then $\gamma \tilde{e}_j = \tilde{e}_{j'}$. Hence if $\eta$ is a $\Gamma$-orbit in $J(i)$, the sum $\sum_{j \in \eta} \tilde{e}_j$ is an idempotent in $\text{End}_{\text{Mot}^0(S)}(R^i(X/S))$. This gives us a decomposition

$$R^i(X/S) = \bigoplus_{\eta \in J(i)/\Gamma} R^{(\eta)}(X/S)$$

in $\text{Mot}^0(S)$ such that $R^{(\eta)}(X/S; \tilde{K}) = \oplus_{j \in \eta} R^{(j)}(X/S; \tilde{K})$.

To describe the relation with the decomposition in (4.3.1), consider the map $v: X^{\text{adm}}/\Gamma \to J/\Gamma$ that sends the $\Gamma$-orbit of $\lambda \in X^{\text{adm}}$ to the $\Gamma$-orbit of the function $\sigma \mapsto |\lambda(\sigma)|$. By analyzing how the groups $D^{pp, *} \sigma$ act, we find that $R^{(\eta)}(X/S) = \oplus R^{(\xi)}(X/S)$, where the sum runs over the classes $\xi \in X^{\text{adm}}/\Gamma$ such that $v(\xi) = \eta$.

5. A Lie algebra action on the motive

As before we consider an abelian scheme $X/S$. We no longer assume that the endomorphism algebra $D = \text{End}^0(X/S)$ is simple. Write $\mathfrak{gl}(X)$ for $D$ as a Lie algebra and define a Lie subalgebra $\mathfrak{sp}(X \times_S X^\dagger) \subset \mathfrak{gl}(X \times_S X^\dagger)$ by

$$\mathfrak{sp}(X \times_S X^\dagger) = \left\{ \begin{pmatrix} \alpha & \beta \\ \gamma & -\alpha^\dagger \end{pmatrix} \in \text{End}^0(X \times X^\dagger) \mid \begin{array}{c} \beta \in \text{Hom}^{0, \text{sym}}(X^\dagger, X) \\ \gamma \in \text{Hom}^{0, \text{sym}}(X, X^\dagger) \end{array} \right\}. $$

Here $\text{Hom}^{0, \text{sym}}(X, X^\dagger)$ is the space of elements $\gamma \in \text{Hom}(X, X^\dagger) \otimes \mathbb{Q}$ such that $\gamma = \gamma^\dagger$; similarly for $\text{Hom}^{0, \text{sym}}(X^\dagger, X)$.

In this section we construct an action of $\mathfrak{sp}(X \times_S X^\dagger)$ on the motive $R(X/S)$ in the category $\text{Mot}(S)$ of relative Chow motives with regard to ungraded correspondences; see Thm. 5.6. This connects with several ideas and results in the literature. On the one hand, it is related to the work of Looijenga and Lunts in [17]. They introduced the idea that, given a projective variety $Y$,
rather than choosing one polarization and considering the resulting Lefschetz \( \mathfrak{sl}_2 \)-action on the cohomology, one may consider the Lie subalgebra \( \mathfrak{g}_{NS}(Y) \) of \( \mathfrak{gl}(H^*(Y)) \) generated by the various \( \mathfrak{sl}_2 \)-triples obtained from all possible choices of a polarization. They obtained some general results about the structure of this “Néron-Severi Lie algebra” \( \mathfrak{g}_{NS}(Y) \); in particular they proved (over \( \mathbb{C} \)) that it is semisimple. For \( X \) a complex abelian variety they explicitly determined the structure of \( \mathfrak{g}_{NS}(X) \); it turns out that \( \mathfrak{g}_{NS}(X) \) is an ideal of the Lie algebra that we call \( \mathfrak{sp}(X \times X^\dagger) \) and that in most cases the two are equal; see [17], Section 3. Our result provides a lifting of the tautological action of \( \mathfrak{g}_{NS}(X) \) on the cohomology of \( X \) to an action on the Chow motive and it extends this to the full Lie algebra \( \mathfrak{sp}(X \times_S X^\dagger) \); a further generalization lies in the fact that we work in the setting of abelian schemes.

On the other hand, several people have obtained an action of an algebraic group \( U \), whose Lie algebra is, or is closely related to, \( \mathfrak{sp}(X \times_S X^\dagger) \) on, for instance, the derived category of \( X \). Results of this type have been obtained, independently, by Mukai [19], Polishchuk [23], [24] and Orlov [22]. (Note that various authors have used different names for the group \( U \) in question.) In [25] Polishchuk extended this to the setting of abelian schemes and obtained (loc. cit., Thm. 5.1) a kind of projective action on the relative motive. The Lie algebra action on the relative Chow motive that we construct has the advantage that it is a true action; in general it does not lift to an action of an algebraic group \( \text{Sp}(X \times X^\dagger) \).

5.1. We start with some technical preparations. Let \( p: A \to S \) be an abelian scheme over \( S \) of relative dimension \( g \), with zero section \( e: S \to A \). Denote by \( \text{CH}^2(A/S) \) the kernel of the map \( p_*: \text{CH}^2(A) \to \text{CH}^0(S) \), which is a nilpotent ideal of \( \text{CH}^0(A) \) for the \( * \)-product. (See [12], Section 1.) For \( y \in [e(S)] + \text{CH}^2(A/S) \) we have a class \( \log(y) \in \text{CH}^2(A/S) \), defined by \( \log(y) = \sum_{j \geq 1} (-1)^{j-1} y^j/j; \) note that the sum is finite. See [12], Def. 2.1 or also [15], (1.4.2).

If \( a \in A(S) \) is a section, let \( [\Gamma_a] = a_*[S] \); then it is clear that \( [\Gamma_a] \in [e(S)] + \text{CH}^2(A/S) \), so \( \log[\Gamma_a] \) is defined. If

\[
\begin{align*}
A' & \xrightarrow{h} A \\
p' & \downarrow \quad \quad \quad \downarrow p \\
S' & \to S
\end{align*}
\]

is a cartesian square and \( a' \in A'(S') \) is the section induced by \( a \), we have the relation \( \log[\Gamma_{a'}] = h^* \log[\Gamma_a] \).

The section \( a \) gives a map \( i_a: A^\dagger \to A \times A^\dagger \), by \( y \mapsto (a, y) \). If \( \ell_A \) is the first Chern class of the Poincaré bundle on \( A \times_S A^\dagger \), we have \( \log[\Gamma_a] = (-1)^{g+1} \mathcal{F}_{A^\dagger}(i_a^* \ell_A) \).

Consider an abelian scheme \( X \to S \). We may view \( X \times_S X \) as an abelian scheme over \( X \) via the first projection. The sections of \( \text{pr}_1: X^2 \to X \) are in bijective correspondence with the endomorphisms of \( X/S \). For an endomorphism \( f: X \to X \) the associated class \( [\Gamma_f] \) is the usual class of the graph of \( f \). More generally, if \( \alpha \in D = \text{End}^0(X/S) \), write \( \alpha = f/m \) for some \( f \in \text{End}(X/S) \) and \( m \in \mathbb{Z} \setminus \{0\} \); then we define

\[
[\Gamma_{\alpha}] = \sum_{s \geq 0} \frac{[\Gamma_f]_{(s)}}{m^s},
\]

where \( [\Gamma_f]_{(s)} \) is the component of \( [\Gamma_f] \) in \( \text{CH}^2_{(s)}(X) = \text{CH}^2(R^{2g-s}(X/S)) \). Again we have \( [\Gamma_{\alpha}] \in [e(S)] + \text{CH}^2(A/S) \); hence \( \log[\Gamma_{\alpha}] \) is defined. The map \( D \to \text{CH}^0(X \times_S X) \) given by \( \alpha \mapsto \log[\Gamma_{\alpha}] \) is \( \mathbb{Q} \)-linear.
5.2. Lemma. — Let $S$ and $T$ be connected schemes that are smooth of finite type over a Dedekind ring $F$. Let $A \to S$ and $B \to T$ be abelian schemes, with zero sections $e_A$ and $e_B$, respectively. Let $a \in A(S)$ and $b \in B(T)$ be sections, and consider the resulting section $(a \times b)$ of the abelian scheme $A \times_F B$ over $S \times_F T$. Then
\[
\log[\Gamma(a \times b)] = (\log[\Gamma_a] \times [\Gamma_{e_B}]) + ([\Gamma_{e_A}] \times \log[\Gamma_b])
\]
as classes on $A \times_F B$.

Proof. Let $g = \dim(A/S)$ and $h = \dim(B/T)$, and let $U = S \times_F T$. Write $A' = U \times_S A$ and $B' = U \times_T B$, and note that $A \times_F B \cong A' \times_U B'$ as $U$-schemes. We view $a$ (resp. $b$) as sections of $A'$ (resp. $B'$) over $U$. Let $\text{incl}_A': A' \to A \times U B'$ and $\text{incl}_B': B' \to A' \times U B'$ be the maps given by $a \mapsto (a, 0)$ and $b \mapsto (0, b)$. For the first Chern classes of the Poincaré bundles we have the relation
\[
\ell_{A' \times_U B'} = \text{pr}_{A' \times_U A'}(\ell_{A'}) + \text{pr}_{B' \times_U B'}(\ell_{B'}).
\]
This gives $i_{(a \times b)}^*(\ell_{A' \times_U B'}) = \text{pr}_{A'}^* i_a^*(\ell_{A'}) + \text{pr}_{B'}^* i_b^*(\ell_{B'})$. By [18], (3.7.1), it follows that
\[
\mathcal{F}_{A' \times_U B'}(i_{(a \times b)}^*(\ell_{A' \times_U B'})) = (1)^{\al} \cdot \text{incl}_{A'}^* \mathcal{F}_{A'}(i_a^* \ell_{A'}) + (1)^{\be} \cdot \text{incl}_{B'}^* \mathcal{F}_{B'}(i_b^* \ell_{B'}).
\]
Hence,
\[
\log[\Gamma(a \times b)] = (1)^{\al+1} \cdot \text{incl}_{A'}^* \mathcal{F}_{A'}(i_a^* \ell_{A'}) + (1)^{\be+1} \cdot \text{incl}_{B'}^* \mathcal{F}_{B'}(i_b^* \ell_{B'})
\]
\[
= \text{incl}_{A'}^* \left( \log[\Gamma_a] \right) + \text{incl}_{B'}^* \left( \log[\Gamma_b] \right),
\]
which is just $(\log[\Gamma_a] \times [\Gamma_{e_B}]) + ([\Gamma_{e_A}] \times \log[\Gamma_b])$.

\[\square\]

5.3. We now define the operators that will give us a Lie algebra action on the motive. First we consider the endomorphisms of $X$. As the action of $D^{op,*}$ on $R(X/S)$ is algebraic, it induces an action of the Lie algebra $\mathfrak{gl}(X)^{op}$. We convert this into an action of $\mathfrak{gl}(X)$. Explicitly, for $\alpha \in \mathfrak{gl}(X)$, let $h^\alpha_\al$ denote the endomorphism of $R(X/S)$ that acts on $R^i(X/S) = \wedge^i \mathcal{F}^1(X/S)$ as
\[
-(\lbrack [\Gamma_a] \wedge \text{id} \wedge \ldots \wedge \text{id}) - (\text{id} \wedge \lbrack [\Gamma_a] \wedge \text{id} \wedge \ldots \wedge \text{id}) - \ldots - (\text{id} \wedge \ldots \wedge \text{id} \wedge \lbrack [\Gamma_a] \rbrack).
\]
(So, $\alpha \in D = \mathfrak{gl}(X)$ acts on $R^1(X/S)$ as $-[\Gamma_a]$; the minus signs come from the isomorphism $D^* \cong D^{op,*}$ given by $\alpha \mapsto \alpha^{-1}$. Note that the cohomological grading on $R(X/S)$ corresponds to the operator $h^\alpha_{-\text{id}_X} = -h^\alpha_{\text{id}_X}$.)

An element of $D$ has a characteristic polynomial (of degree $2g$) and in particular also a trace. Let $\text{tr}: \mathfrak{gl}(X) \to \mathbb{Q}$ be the trace map. (So $\text{tr}(\text{id}) = 2g$ and if $D$ is simple $\text{tr}$ is a multiple of the reduced trace over $\mathbb{Q}$.) Now define operators $h_\alpha \in \text{End}^{\text{mot}}(R(X/S))$, for $\alpha \in \mathfrak{gl}(X)$, by
\[
h_\alpha = h^\alpha_{\text{id}_X} + \frac{\text{tr}(\alpha)}{2} \cdot \text{id}_{R(X/S)}.
\]
If the context requires it we write $h_{X,a}^\alpha$ and $h_{X,a}$.  

For $\alpha \in D^*$ we have the relation $\mathcal{F}_X \circ [\Gamma_a] = [\Gamma_a \uparrow] \circ \mathcal{F}_X = \deg(\alpha) \cdot [\Gamma_{\alpha^{-1}}] \circ \mathcal{F}_X$. (Cf. the proof of Prop. 3.4.) Taking derivatives we obtain $-\mathcal{F}_X \circ h_{X,a}^\alpha = (\text{tr}(\alpha) + h_{X,a}^\alpha \uparrow) \circ \mathcal{F}_X$, which gives
\[
(5.3.1) \quad \mathcal{F}_X \circ h_{X,a} = -h_{X,a}^\alpha \circ \mathcal{F}_X
\]
5.4. Next we define Lefschetz and Lambda operators as in [14]. For $\gamma: X \to X^\dagger$ we define a class $L(\gamma) \in \text{CH}^1(R^2(X/S))$ by

$$L(\gamma) = \frac{1}{2}((\text{id}_X, \gamma)^* \ell),$$

half the pull-back of the Poincaré class $\ell$ under $(\text{id}_X, \gamma): X \to X \times_S X^\dagger$. The map $\gamma \mapsto L(\gamma)$ is linear. For arbitrary $\gamma \in \text{Hom}^0(X, X^\dagger)$, write $\gamma = \gamma'/m$ with $\gamma'$ a true homomorphism and $m$ a nonzero integer; then set $L(\gamma) = \ell(\gamma')/m$. Note that we do not assume $\gamma$ to be symmetric. If $\gamma = \gamma^\dagger$ then $L(\gamma) \in \text{CH}^1(R^2(X/S))$ and the map $\text{Hom}^{0,\text{sym}}(X, X^\dagger) \to \text{CH}^1(R^2(X/S))$ thus obtained is bijective.

Define endomorphisms $L_\gamma \in \text{End}_{\text{Mot}(S)}(R(X/S))$, for $\gamma \in \text{Hom}^0(X, X^\dagger)$, by

$$L_\gamma = \Delta_* (L(\gamma)) \in \text{CH}^{g+1}(X \times_S X).$$

On Chow groups, $L_\gamma$ is the intersection product with the class $L(\gamma)$. It is an endomorphism of degree $+2$, by which we mean that it is the sum of morphisms $L_\gamma: R^i(X/S) \to R^{i+2}(X/S)(1)$. If the context requires it, we write $L_\chi(\gamma)$ and $L_{X,\gamma}$ to indicate on which abelian scheme we work.

Dually, for $\beta \in \text{Hom}^0(X^\dagger, X)$ we define $\lambda(\beta) \in \text{CH}^{g-1}(R^{2g-2}(X/S))$ by

$$\lambda(\beta) = (-1)^{g+1} \mathcal{F}_{X^\dagger}(L_{X^\dagger}(\beta)).$$

Next define an endomorphism $\Lambda_\beta \in \text{End}_{\text{Mot}(S)}(R(X/S))$ of degree $-2$ by the commutativity of the diagrams

$$
\begin{align*}
R^{i+2}(X/S)(1) & \xrightarrow{\Lambda_{X,\beta}} R^i(X/S) \\
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5.6. Theorem. — The map $\sp(X \times_S X^\dag) \to \End_{\text{Mot}(S)}(R(X/S))$ defined by

$\begin{pmatrix} \alpha & \beta \\ \gamma & -\alpha^\dag \end{pmatrix} \mapsto \Lambda_\beta + h_\alpha + L_\gamma$

is a homomorphism of Lie algebras.

5.7. To prove the theorem we have to establish the following commutation rules:

a) $[h_{\alpha_1}, h_{\alpha_2}] = h_{[\alpha_1, \alpha_2]}$

d) $[h_\alpha, L_\gamma] = L_{-\alpha^\dag \gamma - \gamma \alpha}$

b) $[L_\gamma, L_{\gamma_2}] = 0$

e) $[h_\alpha, \Lambda_\beta] = \Lambda_{\alpha^\beta + \beta \alpha^\dag}$

c) $[\Lambda_{\beta_1}, \Lambda_{\beta_2}] = 0$

f) $[\Lambda_\beta, L_\gamma] = h_{\beta \gamma}$

(Here the $\beta_i$ and $\gamma_i$ are symmetric.) The first three of these are clear from the definitions. Next we prove d), which is equivalent to $[L_\gamma, h_\alpha^\dag] = L_{\alpha^\dag \gamma + \gamma \alpha}$. This will follow from the relation

$\alpha^* \land \id + \id \land \alpha^*)(\ell(\gamma)) = \ell(\alpha^\dag \gamma + \gamma \alpha)$.

Indeed, by direct calculation we see that $[L_\gamma, h_\alpha^\dag]$ acts on Chow groups as the intersection product with the left hand side of (5.7.1). Now consider the commutative diagram

$R^1(X/S) \otimes R^1(X^\dag/S) \xrightarrow{\id \otimes [\Gamma_\alpha]} R^1(X/S) \otimes R^1(X^\dag/S) \xrightarrow{[\Gamma_\Delta]} R^2(X/S)$

$R^1(X/S) \otimes R^1(X^\dag/S) \xrightarrow{\id \otimes [\Gamma_\gamma]} R^1(X/S) \otimes R^1(X^\dag/S) \xrightarrow{[\Gamma_\Delta]} R^2(X/S)$

As discussed in 2.3 we have $\ell \in \text{CH}^1(R^1(X/S) \otimes R^1(X^\dag/S))$. Taking images in $\text{CH}^1(R^2(X/S))$, the commutativity of the diagram gives the relation $\ell(\alpha^* \land \id + \id \land \alpha^*)\ell(\gamma) = \ell(\alpha^\dag \gamma + \gamma \alpha)$. Similarly, we have a commutative diagram

$R^1(X/S) \otimes R^1(X^\dag/S) \xrightarrow{[\Gamma_\alpha] \otimes \id} R^1(X/S) \otimes R^1(X^\dag/S) \xrightarrow{[\Gamma_\Delta]} R^2(X/S)$

$R^1(X/S) \otimes R^1(X^\dag/S) \xrightarrow{[\Gamma_\gamma] \otimes \id} R^1(X/S) \otimes R^1(X^\dag/S) \xrightarrow{[\Gamma_\Delta]} R^2(X/S)$

As $(\alpha \otimes \id_X)^* \ell = (\id_X \otimes \alpha^\dag)^* \ell$ this gives the relation $(\alpha^* \land \id)(\ell(\gamma)) = \ell(\alpha^\dag \gamma)$. Together, this proves (5.7.1), which gives us the commutation relation d).

By duality, using (5.3.1) and our definition of the operators $\Lambda_\beta$, we obtain e).

5.8. The hardest part of the proof of Thm. 5.6 is to establish the commutation relation f) in 5.7. Our proof of this relation is based on a refinement of Künemann's calculations in [14]. The main new ingredient is an expression for the operators $h_\alpha$ as algebraic cycles in $X \times_S X$. We give such an expression in Prop. 5.11. As a preparation, we first introduce some related operators $k_\alpha$ that are best described working from the homological perspective.

For $i \geq 0$, set $\epsilon_i = \pi_{2g-i}$ and define $R_i(X/S) = R^i(X/S)^\vee = (X, \epsilon_i, g)$. The addition $\Sigma: X \times_S X \to X$ define morphisms $[\Gamma_\alpha] \circ (\epsilon_i \otimes \epsilon_j): R_i(X/S) \otimes R_j(X/S) \to R_{i+j}(X/S)$. On Chow groups this induces the $*$-product. These morphisms give $R_*(X/S) = \oplus_{i=0}^{2g} R_i(X/S)$ the structure of a graded $\mathbb{Q}$-algebra in the category $\text{Mot}^0(S)$. By iteration of this product we obtain maps $R_*(X/S)^{\otimes i} \to R_*(X/S)$ which restrict to isomorphisms $\land^i R_*(X/S) \xrightarrow{\cong} R_*(X/S)$.

For $\alpha \in \mathfrak{gl}(X)$ we define an endomorphism $k_\alpha \in \End_{\text{Mot}^0(S)}(R_*(X/S)) = \text{CH}^0(X \times_S X)$ by

$k_\alpha = [\Gamma_\alpha]^{* \text{pr}_1} \log[\Gamma_\alpha]$

where $* \text{pr}_1$ is the $*$-product on $X \times_S X$ relative to the first projection.
5.9. Proposition. — Let $\alpha \in \mathfrak{gl}(X)$.

(i) For all $i \geq 0$ we have $\epsilon_i \circ k_\alpha = k_\alpha \circ \epsilon_i$.

(ii) We have $k_\alpha \circ \epsilon_1 = [\Gamma_\alpha] \circ \epsilon_1$.

(iii) The diagram

$$
\begin{array}{ccc}
R_\bullet(X/S) \otimes R_\bullet(X/S) & \xrightarrow{[\Gamma]_\circ} & R_\bullet(X/S) \\
\downarrow k_\alpha \circ id + id \circ k_\alpha & & \downarrow k_\alpha \\
R_\bullet(X/S) \otimes R_\bullet(X/S) & \xrightarrow{[\Gamma]_\circ} & R_\bullet(X/S)
\end{array}
$$

is commutative.

Proof. By definition,

$$
\log[\Gamma_\alpha] = \sum_{j \geq 1} \frac{(-1)^{j-1}}{j} ([\Gamma_\alpha] - [\Gamma_e])^{*j} = \sum_{j \geq 1} \sum_{m=0}^{j} \frac{(-1)^{m-1}}{j} \binom{j}{m} [\Gamma_{m\alpha}],
$$

where all $*$-products are taken relative the first projection. (Note that the sums over $j \geq 1$ are finite.) Part (i) follows because $[\Gamma_{id}] *_{pr_1} [\Gamma_{m\alpha}] = [\Gamma_{id+m\alpha}]$ and $\epsilon_i$ commutes with $[\Gamma_\beta]$ for all $\beta \in \mathfrak{gl}(X)$.

(ii) We have $\epsilon_1 = \log[\Gamma_{id}]$, so [12], Lemma 2.2(iii) gives $[\Gamma_\alpha] \circ \epsilon_1 = \log[\Gamma_\alpha]$. On the other hand, for all $\alpha, \beta \in \mathfrak{gl}(X)$ we have $\log[\Gamma_{\alpha+\beta}] = \log[\Gamma_\alpha] + \log[\Gamma_\beta]$; hence

$$
[\Gamma_{\alpha+\beta}] \circ \epsilon_1 = ([\Gamma_\alpha] \circ \epsilon_1) + ([\Gamma_\beta] \circ \epsilon_1).
$$

(Taking duals, this proves that the map $r^{(1)}$ of Proposition 2.5 is indeed a homomorphism of algebras.) It follows that $([\Gamma_{id}] *_{pr_1} [\Gamma_\beta]) \circ \epsilon_1 = [\Gamma_{id+\beta}] \circ \epsilon_1 = [\Gamma_{id}] \circ \epsilon_1 + [\Gamma_\beta] \circ \epsilon_1$ for all $\beta \in \mathfrak{gl}(X)$. Hence,

$$
k_\alpha \circ \epsilon_1 = \left( \sum_{j \geq 1} \sum_{m=0}^{j} \frac{(-1)^{m-1}}{j} \binom{j}{m} \right) [\Gamma_{id}] \circ \epsilon_1 + \log[\Gamma_\alpha] \circ \epsilon_1,
$$

which gives the desired conclusion because $\sum_{m=0}^{j} \frac{(-1)^{m-1}}{j} \binom{j}{m} = 0$ for all $j \geq 1$.

For (iii) we start with the cartesian diagram

$$
\begin{array}{ccc}
X^2 \times_S X & \xrightarrow{\Sigma \times id} & X \times_S X \\
pr_1 \downarrow & & \downarrow pr_1 \\
X^2 & \xrightarrow{\Sigma} & X
\end{array}
$$

where $X^2 = X \times_S X$. Using [8], Prop. 1.2.1, we have

$$
k_\alpha \circ [\Gamma_\Sigma] = ([\Gamma_{id}] *_{pr_1} \log[\Gamma_\alpha]) \circ [\Gamma_\Sigma] = (\Sigma \times id)^*[\Gamma_{id}] *_{pr_1} \log[\Gamma_\alpha] = \log[\Gamma_{\alpha \circ \Sigma}].
$$

(In the last two expressions the $*$-product is taken relative to $pr_1 : X^2 \times_S X \to X^2$.) By [12], Lemma 2.2(iii),

$$
\log[\Gamma_{\alpha \circ \Sigma}] = \log[\Gamma_{\Sigma \circ (\alpha \times \alpha)}] = [\Gamma_\Sigma] \circ \log[\Gamma_{(\alpha \times \alpha)}].
$$


hence,

\[[\Gamma_\Sigma] *_{\text{pr}_1} \log[\Gamma_\alpha \circ \Sigma] = (\log[\Gamma_\alpha \circ \Sigma]) *_{\text{pr}_1} (\log[\Gamma_\alpha \circ \Sigma]) \]

\[= [\Gamma_\Sigma] \circ (\log[\Gamma_\alpha \circ \Sigma]).\]

(Note that [12], Lemma 2.2(iii), only applies to true endomorphisms \(\alpha\) of \(X\); it is, however, easy to verify that the identity we use is valid for arbitrary \(\alpha \in D = \text{End}^0(X/S).\)

For classes \(\xi\) and \(\eta\) on \(X \times_S X\), define their exterior product (as correspondences) \(\xi \otimes \eta\) on \(X^2 \times_S X^2\) by \(\xi \otimes \eta = \text{pr}_{13}^*(\xi) \cdot \text{pr}_{24}^*(\eta)\). Lemma 5.2 gives \(\log[\Gamma_{\alpha \times \alpha}] = \log[\Gamma_\alpha] \otimes [\Gamma_\varepsilon] + [\Gamma_e] \otimes [\Gamma_\alpha]\), and since \([\Gamma_{\text{id}_X}] = [\Gamma_{\text{id}_X}] \otimes [\Gamma_{\text{id}_X}]\) we conclude that

\[\log[\Gamma_{\alpha \times \alpha}] = k_\alpha \otimes [\Gamma_{\text{id}}] + [\Gamma_{\text{id}}] \otimes k_\alpha.\]

Putting everything together we obtain the commutativity of the diagram in (iii). \(\square\)

5.10. Corollary. — The map \(\alpha \mapsto k_\alpha\) gives \(R_\ast(X/S)\) the structure of a graded \(\mathfrak{gl}(X)\)-module in the category \(\text{Mot}^0(S)\) such that \([\Gamma_\Sigma] : R_\ast(X/S) \otimes R_\ast(X/S) \to R_\ast(X/S)\) is a homomorphism of \(\mathfrak{gl}(X)\)-representations. Via the isomorphism \(\wedge \! R_\ast(X/S) \sim \! R_\ast(X/S)\), the operator \(k_\alpha\) acts on \(\wedge \! R_\ast(X/S)\) as

\([\alpha \wedge \beta] \cdot (\alpha \wedge \beta) + (\beta \wedge \alpha \wedge \beta) \cdot (\beta \wedge \alpha \wedge \beta) + \cdots + (\alpha \wedge \cdots \wedge \alpha \wedge \beta)\).

5.11. Proposition. — For \(\alpha \in \mathfrak{gl}(X)\) the class \(h_\alpha \in \text{CH}^\beta(X \times_S X)\) is given by

\[h_\alpha = k_\alpha - \frac{\text{tr}(\alpha)}{2} \cdot [\Gamma_{\text{id}}] = (\log[\Gamma_\alpha]) *_{\text{pr}_1} (\log[\Gamma_\alpha]) - \frac{\text{tr}(\alpha)}{2} \cdot [\Gamma_{\text{id}}].\]

Proof. We claim that \(\mathcal{F}_X \circ k_{X,\alpha} = -h_{X,\alpha}^2 \circ \mathcal{F}_X\); combining this with (5.3.1) then gives the assertion. The map \(\alpha \mapsto \mathcal{F}_X^{-1} \circ h_{X,\alpha}^2 \circ \mathcal{F}_X\) gives \(R_\ast(X/S)\) the structure of a graded \(\mathfrak{gl}(X)\)-module in the category \(\text{Mot}^1(S)\) that is compatible with the \(*\)-product \([\Gamma_\Sigma]\). By Corollary 5.10 it therefore suffices to prove that \(k_\alpha\) and \(h_{X,\alpha}^2 \circ \mathcal{F}_X\) are equal on \(R_\ast(X/S)\). This is just the standard relation \(\mathcal{F}_X \circ [\Gamma_{X,\alpha}] = [\Gamma_{X,\alpha}] \circ \mathcal{F}_X\). \(\square\)

As a final preparation for the proof of Thm. 5.6 we need to calculate the intersections of classes \(\ell(\gamma)\) and \(\lambda(\beta)\).

5.12. Lemma. — For \(\beta \in \text{Hom}^0_{\text{sym}}(X^\dagger, X)\) and \(\gamma \in \text{Hom}^0_{\text{sym}}(X, X^\dagger)\) we have

\[\ell(\gamma) \cdot \lambda(\beta) = \frac{\text{tr}(\beta\gamma)}{2} \cdot [e(S)]\]

in \(\text{CH}^\beta(X \times_S X)\).

Proof. Because \(\ell(\gamma) \in \text{CH}^1(R^2(X/S))\) and \(\lambda(\beta) \in \text{CH}^{q-1}(R^{2q-2}(X/S))\), the class \(\ell(\gamma) \cdot \lambda(\beta)\) lies in \(\text{CH}^\beta(R^2(X/S)) = \mathbb{Q} \cdot [e(S)]\). It therefore suffices to prove the assertion in the case that \(S\) is the spectrum of a field, which from now on we assume. Moreover, we only have to prove that \(\ell(\gamma) \cdot \lambda(\beta)\) has the correct degree.

By [18], (3.7.1),

\[\lambda(\beta) = \frac{(-1)^{q+1}}{2} \mathcal{F}_{X^\dagger}((\beta, \text{id}_{X^\dagger})^* \ell) = -\ell(\beta, \text{id}_{X^\dagger})^\dagger((\mathcal{F}_{X \times_S X^\dagger}(\ell)).\]
By [2], §3, Lemme 1, we have \( \mathcal{F}(e^t) = e^{-t} \); hence \( \mathcal{F}_{X \times_S X^\dagger}(\ell) = (-1)^{g-1}sw_*(\ell^{[g-1]}) \), where

sw: \( X^\dagger \times_S X \xrightarrow{\sim} X \times_S X^\dagger \) is the map reversing the factors and where we recall that \( \ell[n] = \ell^n/n! \).

It follows that \( \lambda(\beta) \) is the push-forward of \( \ell^{[g-1]}/2 \) under the morphism \( [id_X, \beta]: X \times_S X^\dagger \to X \) given by \( (x, \xi) \mapsto x + \beta(\xi) \). This gives

\[
\ell(\gamma) \cdot \lambda(\beta) = \frac{1}{2} [id, \beta]_* \left( \ell^{[g-1]} \right) \cdot (id, \gamma)^* (\ell) = \frac{1}{2} [id, \beta]_* \left( \ell^{[g-1]} \cdot [id, \beta]^*(id, \gamma)^*(\ell) \right).
\]

Note that \( (id, \gamma) \circ [id, \beta]: X \times_S X^\dagger \to X \times_S X^\dagger \) is the map given by the matrix \( \begin{pmatrix} id & \beta \\ \gamma & \gamma \beta \end{pmatrix} \).

In general, let \( M \) be a non-degenerate line bundle on an abelian variety \( Y \) of dimension \( n \), with associated isogeny \( \phi_M: Y \to Y^\dagger \). If \( f \mapsto f' \) is the corresponding Rosati involution on \( \text{End}^0(Y) \), we have

\[
\int_Y c_1(M)^{[n-1]} \cdot f^*(c_1(M)) = \frac{\deg(\phi_M)^{1/2}}{2} \cdot \text{tr}(ff').
\]

See [20], §21, Thm. 1. We apply this to the Poincaré bundle \( P \) on \( X \times_S X^\dagger \) and note that \( \phi_P = \text{sw} \). Because \( \beta = \beta^\dagger \) and \( \gamma = \gamma^\dagger \), we obtain

\[
\int_X [id, \beta]_* \left( \ell^{[2g-1]} \cdot \begin{pmatrix} id & \beta \\ \gamma & \gamma \beta \end{pmatrix}^* (\ell) \right) = \int_X \ell^{[2g-1]} \cdot \begin{pmatrix} id & \beta \\ \gamma & \gamma \beta \end{pmatrix}^* (\ell) = \frac{1}{2} \text{tr} \left( \begin{pmatrix} id & \beta \\ \gamma & \gamma \beta \end{pmatrix} \right) = \frac{1}{2} \text{tr} \left( \begin{pmatrix} 2\beta \gamma & -2\gamma \beta \\ 2\beta \gamma & 2\gamma \beta \end{pmatrix} \right) = 2 \text{tr}(\beta \gamma),
\]

which gives the assertion. \( \square \)

5.13. We now complete the proof of Thm. 5.6. For this we have to establish relation f) in 5.7. As the set of pairs \( (\beta, \gamma) \) for which this holds is Zariski-dense in \( \text{Hom}^{0, \text{sym}}(X^\dagger, X) \times \text{Hom}^{0, \text{sym}}(X, X^\dagger) \), we may assume \( \beta \) is a quasi-polarization. Write \( X^2 = X \times_S X \), let \( \Sigma : X^2 \to X \) be the addition map and let \( \text{pr}_1, \text{pr}_2 : X^2 \to X \) be the projections. As before we view \( X^2 \) as an abelian scheme over \( X \) via \( \text{pr}_1 \). Let \( q_1, q_2 : X^2 \times_X X^2 \to X^2 \) be the projections and \( \Sigma^{(2)} : X^2 \times_X X^2 \to X^2 \) the addition map.

By [14], Lemmas 1.1(i) and 3.1(i), the commutator \([\Lambda_\beta, L_\gamma]\) is given by the class

\[
\text{pr}_2^*(\lambda(\beta)) \cdot \text{pr}_1^* ([\Gamma_{id}] \cdot \text{pr}_2^*(\ell(\gamma))) - \text{pr}_2^*(\ell(\gamma)) \cdot ([\Gamma_{id}] \cdot \text{pr}_1 \cdot \text{pr}_2^*(\lambda(\beta)));
\]

which by [14], Lemma 3.2 equals

\[
- [\Gamma_{id}] \cdot \text{pr}_1 \left( \text{pr}_2^*(\lambda(\beta)) \cdot \text{pr}_2^*(\ell(\gamma)) \right)
\]

(5.13.1)

\[
- \Sigma^{(2)} \bigg( \left( [\Gamma_{id}] \times \text{pr}_2^*(\lambda(\beta)) \right) \cdot \left( \Sigma^{(2)} \cdot \text{pr}_2^*(\ell(\gamma)) - q_1^* \text{pr}_2^*(\ell(\gamma)) - q_2^* \text{pr}_2^*(\ell(\gamma)) \right) \bigg).
\]

The first term is easy to calculate: By Lemma 5.12, \( \text{pr}_2^*(\lambda(\beta)) \cdot \text{pr}_2^*(\ell(\gamma)) = \text{tr}(\beta \gamma)/2 \cdot \text{pr}_2^*[e(S)] \); so,

\[
- [\Gamma_{id}] \cdot \text{pr}_1 \left( \text{pr}_2^*(\lambda(\beta)) \cdot \text{pr}_2^*(\ell(\gamma)) \right) = -\frac{\text{tr}(\beta \gamma)}{2} \cdot [\Gamma_{id}].
\]

To calculate the second term, we identify \( X^2 \times_X X^2 = X^3 \). Then \( \Sigma^{(2)} \) is \( \text{id}_X \times \Sigma : X^3 \to X^2 \); further, \( q_1 = \text{pr}_{12} \) and \( q_2 = \text{pr}_{13} \). So we can rewrite \( \Sigma^{(2)} \cdot \text{pr}_2^*(\ell(\gamma)) - q_1^* \text{pr}_2^*(\ell(\gamma)) - q_2^* \text{pr}_2^*(\ell(\gamma)) \) as \( \text{pr}_{23}^* \Sigma^*(\ell(\gamma)) - \text{pr}_{23}^* \text{pr}_1^*(\ell(\gamma)) - \text{pr}_{23}^* \text{pr}_2^*(\ell(\gamma)) \), which is equal to \( \text{pr}_{23}^*([id \times \gamma]^*(\ell)) \).
Next note that \([\Gamma_{\text{id}}] \times \text{pr}_2^*\left(\lambda(\beta)\right) = \text{pr}_{12}^*[\Gamma_{\text{id}}] \cdot \text{pr}_{23}^*\left(\lambda(\beta)\right)\). The second term of \((5.13.1)\) therefore equals
\[-(\text{id}_X \times \Sigma)_* \left\{ \text{pr}_{12}^*[\Gamma_{\text{id}}] \cdot \text{pr}_{23}^*\left(\lambda(\beta)\right) \cdot (\text{id} \times \gamma)^*(\ell) \right\}\]
\[-= -(\text{id}_X \times \Sigma)_* \left\{ \text{pr}_{12}^*[\Gamma_{\text{id}}] \cdot \text{pr}_{23}^*\left(\lambda(\beta)\right) \cdot (\text{id} \times \gamma)^*(\ell) \right\},\]
which by definition of \(*_{\text{pr}_1}\) equals \(-[\Gamma_{\text{id}}] *_{\text{pr}_1} \left(\text{pr}_2^*\left(\lambda(\beta)\right) \cdot (\text{id} \times \gamma)^*(\ell)\right)\). Our assumption that \(\beta\) is a quasi-isogeny, together with the symmetry of \(\beta\) and \(\gamma\), allows us to write
\[(\text{id} \times \gamma)^*(\ell) = (\text{id} \times \beta^{-1})\cdot (\text{id} \times \gamma)^*(\ell)\]
\[= (\text{id} \times \beta^{-1})\cdot ((\beta \gamma)^\dagger \times \text{id})^*(\ell)\]
\[= (\beta \gamma \times \text{id})^*(\beta \gamma)^*\ell\]
Further, \(\text{pr}_2 = \text{pr}_2 \circ (\beta \gamma \times \text{id})\); so, \(\text{pr}_2^*(\lambda(\beta)) = (\beta \gamma \times \text{id})^* \text{pr}_2^*(\lambda(\beta))\). Hence,
\[\text{pr}_2^*(\lambda(\beta)) \cdot (\text{id} \times \gamma)^*(\ell) = (\beta \gamma \times \text{id})^* \left\{ \text{pr}_2^*(\lambda(\beta)) \cdot (\text{id} \times \beta^{-1})^*(\ell) \right\}\]
\[= -(\beta \gamma \times \text{id})^* \log[\Gamma_{\text{id}}], \quad \text{by} \ [14], \text{Thm. 2.3}\]
\[= -\log((\beta \gamma \times \text{id})^*[\Gamma_{\text{id}}])\]
\[= -\log[\Gamma_{\beta \gamma}].\]
In total this gives
\[\left[A_\beta, L_\gamma\right] = -\frac{\text{tr}(\beta \gamma)}{2} \cdot [\Gamma_{\text{id}}] + [\Gamma_{\text{id}}] *_{\text{pr}_1} \log[\Gamma_{\beta \gamma}]\]
which by Prop. 5.11 equals \(h_{\beta \gamma}\). This finishes the proof of Thm. 5.6. \(\square\)

### 6. The canonical generalized Lefschetz decomposition

The goal of this section is to deduce from the \(\mathfrak{sp}(X \times X^\dagger)\)-action on the motive a canonical Lefschetz decomposition of \(R(X/S)\) that gives a further refinement of the decomposition of Thm. 4.3. The main results are Thm. 6.2 that gives the Lefschetz decomposition and Thm. 6.5 that describes the structure of the Lefschetz components.

Throughout, \(X/S\) is an abelian scheme as in 2.1, \(D = \text{End}^0(X/S)\) is the endomorphism algebra, and \(\mathfrak{g} = \mathfrak{sp}(X \times_S X^\dagger)\).

**6.1. The Lie algebra \(\mathfrak{g}\)** has a natural grading \(\mathfrak{g} = \mathfrak{g}_{-2} \oplus \mathfrak{g}_0 \oplus \mathfrak{g}_2\), with
\[\mathfrak{g}_{-2} = \text{Hom}^{0,\text{sym}}(X^\dagger, X), \quad \mathfrak{g}_0 = \mathfrak{gl}(X), \quad \mathfrak{g}_2 = \text{Hom}^{0,\text{sym}}(X, X^\dagger).\]

For the universal enveloping algebra \(\mathbb{U} = \mathbb{U}(\mathfrak{g})\) we have
\[(6.1.1)\quad \mathbb{U} = \text{Sym}(\mathfrak{g}_2) \cdot \mathbb{U}(\mathfrak{g}_0) \cdot \text{Sym}(\mathfrak{g}_{-2}).\]

Define \(h = \begin{pmatrix} -1 & 0 \\ 0 & -1 \end{pmatrix} \in \mathfrak{g}\), which corresponds to \(-\text{id}_X \in \mathfrak{g}_0\). The pair \((\mathfrak{g}, h)\) is a Lefschetz pair in the sense of [17]. (Note, however, that we work over \(\mathbb{Q}\). Some results of [17] are valid only over an algebraically closed field, even though this is not always stated.)
For a Lie algebra $\mathcal{L}$ over $\mathbb{Q}$, let $\text{Rep}^{\text{fss}}(\mathcal{L})$ denote the category of representations of $\mathcal{L}$ on $\mathbb{Q}$-vector spaces that are direct sums of finite dimensional irreducible representations. (Locally finite semisimple representations.) Let $\psi: g \to \mathfrak{gl}(V)$ be in $\text{Rep}^{\text{fss}}(g)$. We have a grading $V = \bigoplus_i V^i$, defined by the requirement that $h$ acts on $V^i$ as multiplication by $i$. Each summand $V^i$ is a representation of $g_0 = \mathfrak{gl}(X)$. We define the primitive subspace of $V$ by

$$V^{\text{prim}} = \{ v \in V \mid \beta(v) = 0 \text{ for all } \beta \in g_{-2} \},$$

which is again a $g_0$-module. It follows from Wallach’s results in [29] that $V^{\text{prim}}$ is an object of $\text{Rep}^{\text{fss}}(g_0)$ and that the functor $\text{Rep}^{\text{fss}}(g) \to \text{Rep}^{\text{fss}}(g_0)$ given by $V \mapsto V^{\text{prim}}$ is fully faithful. (In loc. cit. only finite dimensional representations are considered but the extension to the categories $\text{Rep}^{\text{fss}}$ is immediate.) In particular, a finite dimensional $g$-representation $V$ is irreducible if and only if its primitive part $V^{\text{prim}}$ is irreducible as a $g_0$-module.

If the representation $\psi$ is irreducible, there is a non-negative integer $m$ such that $V^{\text{prim}} = V^{-m}$ and $V^i \neq 0$ if and only if $i \in \{-m, -m + 2, \ldots, m - 2, m\}$; following [17] we call this integer $m$ the depth of $\psi$, notation depth($\psi$).

**6.2. Theorem.** — Let $\text{Irrep}(g)$ be the set of isomorphism classes of finite dimensional irreducible representations of $g = \mathfrak{sp}(X \times S X^1)$.

(i) There is a unique decomposition

$$(6.2.1) \quad R(X/S) = \bigoplus_{\psi \in \text{Irrep}(g)} R_{\psi}(X/S)$$

in the category $\text{Mot}(S)$ that is stable under the action of $g$ and has the property that for any object $M \in \text{Mot}(S)$ the $g$-representation $\text{Hom}_{\text{Mot}(S)}(M, R_{\psi}(X/S))$ is $\psi$-isotypic. There are finitely many $\psi \in \text{Irrep}(g)$ for which $R_{\psi}(X/S)$ is non-zero.

(ii) The decomposition (6.2.1) is stable under the action of $D^{op,*}$ and there is a unique decomposition

$$R(X/S) = \bigoplus_{\psi \in \text{Irrep}(g)} R_{\psi}^{(\xi)}(X/S)$$

in $\text{Mot}^{\phi}(S)$ that is a common refinement of the decompositions (4.3.1) and (6.2.1).

(iii) If $\Phi: \text{Mot}(S) \to \text{Vect}_Q$ is a $Q$-linear functor, $\Phi(R_{\psi}(X/S))$ is $\psi$-isotypic as a representation of $g$.

If, in (ii), the endomorphism algebra $D$ is not simple, we proceed as explained in Remark 4.8.

**Proof.** Let $\tau$ denote the action of the algebraic group $D^*$ on $R(X/S)$ via the operators $[^t\Gamma\alpha^{-1}] = \alpha^{-1,*}$. The action of $g_0 = \mathfrak{gl}(X)$ on $R(X/S)$ that we consider is $d\tau \otimes \frac{tr}{2}$. Hence

$$\text{Hom}_{\text{Mot}(S)}(M, R(X/S)) = \bigoplus_{m \in \mathbb{Z}} \text{Hom}_{\text{Mot}^{\phi}(S)}(M(m), R^{(\xi)}(X/S))$$

is a sum of finite dimensional $g_0$-modules, for any $M \in \text{Mot}(S)$. Because the elements of $g_{-2}$ and $g_2$ act as nilpotent endomorphisms with index of nilpotency at most $g$, it follows that $\text{Hom}_{\text{Mot}(S)}(M, R(X/S))$ is a sum of finite dimensional $g$-modules. The Lie algebra $g$ is reductive.
and its center is contained in \( g_0 \); see \([17]\), Sect. 3. By \([10]\), Sect. III.11, Thm. 17, it follows that the \( g \)-module \( \text{Hom}_{\text{Mot}(S)}(M, R(X/S)) \) is completely reducible. Further, it is clear that in the isotypic decomposition

\[
\text{Hom}_{\text{Mot}(S)}(M, R(X/S)) = \bigoplus_{\psi \in \text{Irrep}(g)} H_{\psi},
\]

there are only finitely many \( \psi \) that occur, independently of \( M \).

By construction, \( (6.2.2) \) is stable under the action of \( g_0 \), and as \( D^{\text{op}^*} \) is a connected algebraic group it follows that this decomposition is stable under the action of \( D^{\text{op}^*} \), too. Hence we have a further decomposition

\[
\text{Hom}_{\text{Mot}(S)}(M, R(X/S)) = \bigoplus_{\psi \in \text{Lef}(X)} \bigoplus_{\xi \in \mathfrak{adm}/G} H_{\psi}^{(\xi)}
\]

that refines both \( (6.2.2) \) and the decomposition obtained from \( (4.3.1) \).

As \( (6.2.2) \) and \( (6.2.3) \) are clearly functorial in \( M \) (because \( g \) and \( D^{\text{op}^*} \) act through the factor \( R(X/S) \)), the Yoneda Lemma gives that they correspond to decompositions of the motive \( R(X/S) \). (Use that \( \text{Mot}(S) \) is pseudo-abelian.) This proves (i) and (ii). Part (iii) is a formal consequence; the proof is the same as in 4.6, replacing the group algebra \( \mathbb{Q}[D^{\text{op}^*}] \) by the universal enveloping algebra \( U(g) \).

\( \blacksquare \)

6.3. Remark. — We have an isomorphism of Lie algebras

\[
\iota: \text{sp}(X \times_S X^*) \xrightarrow{\sim} \text{sp}(X^\dagger \times_S X) \quad \text{given by} \quad \begin{pmatrix} \alpha & \beta \\ \gamma & -\alpha^\dagger \end{pmatrix} \mapsto \begin{pmatrix} -\alpha^\dagger & -\gamma \\ -\beta & \alpha \end{pmatrix}.
\]

It is immediate from \( (5.3.1) \) and the commutativity of diagram \( (5.4.1) \) that the Fourier transform restricts to isomorphisms

\[
\mathcal{F}: R(X/S) \xrightarrow{\sim} R_{\psi^\text{ot},-1}(X^\dagger/S).
\]

6.4. We refer to the motives \( R_\psi(X/S) \) as the Lefschetz components of \( R(X/S) \). We should like to analyse these components further.

Let \( \psi: g \to \text{gl}(V) \) be an irreducible representation of depth \( m = \text{depth}(\psi) \). We have

\[
R_\psi(X/S) = \bigoplus_{j=0}^{m} R_\psi^{g-m+2j}(X/S) = \bigoplus_{j=0}^{m} \bigoplus_{\xi \in \mathfrak{adm}/G} R_\psi^{(\xi)}(X/S),
\]

and we define the primitive part of \( R_\psi^{\text{prim}}(X/S) \) to be the lowest weight summand \( R_\psi^{g-m}(X/S) \). It follows from the remarks in 6.1 that there is a unique \( \xi \in \mathfrak{adm}/G \) with \( \|\xi\| = g - m \) such that \( R_\psi^{\text{prim}}(X/S) = R_\psi^{(\xi)}(X/S) \).

In the classical case, when \( D = \mathbb{Q} \), we have \( g = \text{sl}_2, \mathbb{Q} \). If \( \psi: \text{sl}_2 \to \text{gl}(V) \) is isomorphic to the \( k \)th symmetric power of the standard representation, the Lefschetz component \( R_\psi(X/S) \) is isomorphic, in \( \text{Mot}(S) \), to \( R_\psi^{\text{prim}}(X/S) \otimes V \). In general the structure of the Lefschetz components is a little more subtle; for instance, it is not true that \( R_\psi(X/S) \) is always a direct sum of copies of motives of the form \( R_\psi^{\text{prim}}(X/S)(-j) \). The problem is that the primitive part \( R_\psi^{\text{prim}} \) is still
“too big”: it decomposes as a direct sum of copies of a smaller motive $P_\psi$ that we call the core of the Lefschetz component. This core comes equipped with a right action of the division algebra $B = \text{End}_g(\psi)$. The full Lefschetz component can then again be described as $P_\psi \otimes_B V$.

The next result makes this description precise. We consider a finite dimensional irreducible representation $\psi: g \to \mathfrak{gl}(V)$.

**Remark.** Let $\psi_0: g_0 \to \mathfrak{gl}(V^{\text{prim}})$ be the associated representation of $g_0$ on the space of primitive vectors, and define $B = \text{End}_g(V) = \text{End}_{g_0}(V^{\text{prim}})$. (For the second equality, see 6.1.) Let $m = \text{depth}(\psi)$, so that $V = \bigoplus_{j=0}^m V^{-m+2j}$ and $V^{\text{prim}} = V^{-m}$.

**6.5. Theorem.** With notation and assumptions as just described, the contravariant functor

$$P_\psi: \text{Mot}^0(S) \to \text{Mod}_B$$

defined by $P_\psi(M) = \text{Hom}_{g_0}(V^{\text{prim}}, \text{Hom}_{\text{Mot}^0(S)}(M, R_\psi^{\text{prim}}(X/S)))$ is representable by a motive $P_\psi$ with right $B$-action and we have a natural isomorphism

$$\bigoplus_{j=0}^m P_\psi(-j) \otimes_B V^{-m+2j} \xrightarrow{\sim} R_\psi(X/S) \quad \text{(6.5.1)}$$

in $\text{Mot}^0(S)$.

By $P_\psi(-j) \otimes_B V^{-m+2j}$ we mean the motive representing the functor

$$M \mapsto \text{Hom}_{\text{Mot}^0(S)}(M, P_\psi(-j)) \otimes_B V^{-m+2j}.$$

As $V^{-m+2j}$ is a free $B$-module of finite rank, this motive is (non-canonically) isomorphic to a sum of copies of $P_\psi(-j)$. Note that in $\text{Mot}(S)$ the LHS of (6.5.1) can be written a little more suggestively as $P_\psi \otimes_B V$.

**Proof.** Write $R_\psi = R_\psi(X/S)$. With $m = \text{depth}(\psi)$ we have $R_\psi = \bigoplus_{j=0}^m R_\psi^{g-m+2j}$ and $R_\psi^{\text{prim}} = R_\psi^{g-m}$. Then $\bigoplus_{j=0}^m R_\psi^{g-m+2j}(j)$ is a $\psi$-isotypic object with $g$-action in $\text{Mot}^0(S)$.

As discussed in 6.1, if $W$ is a $\psi$-isotypic $g$-module, the natural map $\text{Hom}_g(V, W) \to \text{Hom}_{g_0}(V^{\text{prim}}, W^{\text{prim}})$ is an isomorphism. This gives us an isomorphism of contravariant functors $\text{Mot}^0(S) \to \text{Rep}_{\text{fss}}(g)$,

$$P_\psi \otimes_B V \xrightarrow{\sim} \bigoplus_{j=0}^m R_\psi^{g-m+2j}(j)$$

that restricts to isomorphisms $P_\psi \otimes_B V^{-m+2j} \xrightarrow{\sim} R_\psi^{g-m+2j}(j)$. In particular, if $r$ is the rank of $V^{\text{prim}}$ as a $B$-module we see that $R_\psi^{\text{prim}}$ is isomorphic, as a functor, to a sum of $r$ copies of $P_\psi$.

So $\text{End}_B(V^{\text{prim}}) \cong M_r(B^{\text{op}})$ acts on $R_\psi^{\text{prim}}$ and $P_\psi$ is representable by the sub-object of $R_\psi^{\text{prim}}$ that is cut out by a rank 1 idempotent in $\text{End}_B(V^{\text{prim}})$. \hfill $\square$

**6.6. Remark.** Assume $D = \text{End}^0(X/S)$ is a simple algebra with center $K$. If $\mathfrak{h} \subset g_0 = \mathfrak{gl}(X)$ is a Cartan subalgebra, $\mathfrak{h}$ is also a Cartan subalgebra of $g = \mathfrak{sp}(X \times_S X^\dagger)$. In combination with Thm. 4.2 this allows us to describe more precisely which $g$-representations occur in the Lefschetz decomposition (6.2.1). The statement of the result is made slightly complicated by the fact that the action of $g_0$ is not simply the derivative of the action of $D^{\text{op},*}$ considered in Section 4. To begin with, there is a sign coming in, because we consider an action of $\mathfrak{gl}(X)$
rather than an action of $\mathfrak{gl}(X)^{\text{op}}$. Further we have to take into account the change from the “naive” operators $h^\sharp_\alpha$ to the operators $h_\alpha$; see 5.3. With this in mind, let us now give the details.

Define
\[
\tilde{\Lambda}^+ = \{(\lambda_1, \ldots, \lambda_d) \in \mathbb{Q}^d \mid \lambda_i - \lambda_{i+1} \in \mathbb{Z}_{\geq 0} \text{ for all } i = 1, \ldots, d-1\}.
\]
and let $\tilde{X}^+ = \oplus_{\sigma \in \Sigma(K)} \tilde{\Lambda}^+$. The irreducible (finite dimensional) representations of $\mathfrak{g}_0 = \mathfrak{gl}(X)$ over $\mathbb{Q}$ are indexed by $\tilde{X}^+ / \Gamma$.

For $\lambda = (\lambda_1, \ldots, \lambda_d)$ and $q \in \mathbb{Q}$, define
\[
\lambda^q = (\lambda, \lambda, \ldots, \lambda), \quad \text{and} \quad \lambda[q] = (q + \lambda_1, \ldots, q + \lambda_d).
\]

We extend this notation to elements of $\tilde{X}^+ / \Gamma$ in the usual way: if $\xi \in X^+ / \Gamma$ is the $\Gamma$-orbit of some $\lambda \in X^+$, define $\tilde{\xi}$ and $\xi[q]$ in $X^+ / \Gamma$ as the $\Gamma$-orbits of the elements $\tilde{\lambda}$ and $\lambda[q]$ obtained by applying the operations $^\sharp$ and $[q]$ componentwise. For instance, the element $\xi^*$ of 3.3 is $\tilde{\xi}[2g/nd]$.

The connection between the action of $D^{\text{op},*}$ on $R(X/S)$ and the action of the Lie subalgebra $\mathfrak{g}_0 \subset \mathfrak{g}$ is given by the rule that for $\xi \in \mathbb{X}^{\text{adm}} / \Gamma$ the Lie algebra $\mathfrak{g}_0$ acts on the motive $R^\xi(X/S)$ through the representation $\tilde{\xi}[g/nd]$.

We obtain from this strong restrictions on the Lefschetz components of $R(X/S)$: For $\psi \in \text{Irrep}(\mathfrak{g})$, a necessary condition for $R_\psi(X/S)$ to be non-zero is that all irreducible factors of $\psi|_{\mathfrak{g}_0}$ correspond to elements in $\mathbb{X}^\text{Lef} / \Gamma$, where we define
\[
\Lambda^\text{Lef} = \left\{(\mu_1, \ldots, \mu_d) \in \left(\frac{\mathbb{Q}}{\mathbb{Z}} \right)^d \mid \frac{g}{nd} \geq \mu_1 \geq \cdots \geq \mu_d \geq -\frac{g}{nd} \right\},
\]
and let $\mathbb{X}^\text{Lef} = \oplus_{\sigma \in \Sigma(K)} \Lambda^\text{Lef}$. As we shall see in the examples discussed in the next section, in practice this gives us an easy method to determine a finite subset of $\text{Irrep}(\mathfrak{g})$ containing all $\psi$ with $R_\psi(X/S) \neq 0$.

### 7. Examples

In this section we illustrate our main results with two concrete examples.

7.1. Consider an abelian scheme $X/S$ whose endomorphism algebra is a totally real field $K$ of degree $n$ over $\mathbb{Q}$. In our previous notation this means we have $D = K$ and $d = 1$. To make the example as concrete as possible, we further assume that the Galois group $\Gamma = \text{Gal}(\bar{K} / \mathbb{Q})$ is the full symmetric group $\mathfrak{S}_n$; so, $[\bar{K} : \mathbb{Q}] = n!$. Let $h = g/n$, which is an integer.

To index representations, consider the sets
\[
\Lambda^+ = \mathbb{Z} \supset \Lambda^{\text{pol}} = \mathbb{Z}_{\geq 0} \supset \Lambda^{\text{adm}} = \{0, 1, \ldots, 2h\},
\]
and for $? \in \{+, \text{pol}, \text{adm}\}$ define $\mathbb{X}^? = \oplus_{\sigma \in \Sigma(K)} \Lambda^?$. 
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Let \( a_K \) be \( K \) viewed as an abelian Lie algebra over \( \mathbb{Q} \). For \( \eta \in \mathbb{X}^+ \) let \( \tilde{U}^{[\eta]} \) denote the representation of \( a_K \) over \( \mathbb{Q} \) with underlying space \( \tilde{K} \), on which an element \( a \in a_K = K \) acts as multiplication by \( \sum_{\sigma \in \Sigma(K)} \eta(\sigma) \cdot \sigma(a) \). The isomorphism class of this representation only depends on the \( \Gamma \)-orbit \([\eta] \in \mathbb{X}^+ / \Gamma \), which justifies the notation. The representation \( \tilde{U}^{[\eta]} \) is a sum of \#Stab(\( \eta \)) copies of an irreducible representation \( U^{[\eta]} \). To make this explicit, let \( F(\eta) \subset \tilde{K} \) be the subfield that corresponds to \( \text{Stab}(\eta) \subset \Gamma \); then it is clear that \( F(\eta) \subset \tilde{K} \) is stable under the action of \( a_K \) and \( U^{[\eta]} \) is the representation \( a_K \to \mathfrak{g}((F(\eta))) \) thus obtained. It follows from this description that \( \text{End}_{a_K}(U^{[\eta]}) \) contains \( F(\eta) \). On the other hand, the image of the map \( K \to F(\eta) \) given by \( a \mapsto \sum_{\sigma \in \Sigma(K)} \eta(\sigma) \cdot \sigma(a) \) generates \( F(\eta) \) as a field (by Galois theory); so in fact \( \text{End}_{a_K}(U^{[\eta]}) = F(\eta) \).

Because \( \Gamma = \mathfrak{S}_n \), to give a class \([\eta] \in \mathbb{X}^+ / \Gamma \) is equivalent to giving the \( n \) values taken by \( \eta \). For any unordered \( n \)-tuple of integers \([b_1, \ldots, b_n] \) we therefore have a well-defined irreducible representation \( U^{[b_1, \ldots, b_n]} \) of \( a_K \). For instance, the 1-dimensional representation defined by trace \( \eta = 1 \) has the same endomorphism algebra. As \( \Gamma = \mathfrak{S}_n \) we may give a \( \mathfrak{g} \)-representation \( V \) with \( \text{St} \) the standard 2-dimensional representation of \( \mathfrak{g} \), which is a motive with underlying space \( \mathbb{Q} \)-action, and \( \text{End}_{\mathfrak{g}}(U^{[\eta], \mathfrak{g}}) \) contains \( \text{St} \). By what was discussed in 6.1, the irreducible representations of \( \mathfrak{g} \) that occur are those of the form \( U^{[a_1, \ldots, a_n]} \eta \) for any unordered \( n \)-tuple \([a_1, \ldots, a_n] \) with \( a_i \in \{ -1, 0, 1 \} \) for all \( i \).

The Lie algebra \( \mathfrak{g} = \mathfrak{sp}(X \times S, X^\perp) \) is \( \mathfrak{sl}_2 \) viewed as a Lie algebra over \( \mathbb{Q} \). We have a grading \( \mathfrak{g} = \mathfrak{g}_{-2} \oplus \mathfrak{g}_0 \oplus \mathfrak{g}_{2} \) with \( \mathfrak{g}_0 = a_K \), and \( \mathfrak{g}_{-2} \cong U[\pm 2, 0, \ldots, 0] \) as representations of \( \mathfrak{g}_0 \). The finite dimensional irreducible representations of \( \mathfrak{g} \) are parameterized by \( \mathbb{X}^\text{prim} / \Gamma \). The irreducible representation \( V_\psi \) corresponding to a \( \Gamma \)-orbit \( \psi \) in \( \mathbb{X}^\text{prim} \) is a \( \mathbb{Q} \)-form of the representation of \( \mathfrak{g} \) by \( \bigoplus_{\mu \in \psi} \frac{\mathbb{Q}}{\mathbb{Q}} \otimes \mathfrak{g} \otimes_{\mathbb{Q}} \mathfrak{g} = \bigoplus_{\sigma \in \Sigma(K)} \otimes_{\mathbb{Q}} \Sigma(\mathfrak{g}) \),

with \( \text{St} \) the standard 2-dimensional representation of \( \mathfrak{sl}_2 \). As before, because we assume \( \Gamma = \mathfrak{S}_n \), we may give \( \psi \) by an unordered \( n \)-tuple of integers, in which case we use the notation \( V_{[b_1, \ldots, b_n]} \).

When we restrict the representation \( V_{[b_1, \ldots, b_n]} \) to \( \mathfrak{g}_0 \subset \mathfrak{g} \), the irreducible constituents that occur are those of the form \( U^{[-b_1 - 2j_1, \ldots, -b_n + 2j_n]} \) with \( j_i \in \{0, \ldots, b_i\} \) for all \( i \). As these must all occur in \( R(X/S) \) it follows that \( b_i \leq h \) for all \( i \). Hence the Lefschetz decomposition can be written as

\[
R(X/S) = \bigoplus_{0 \leq b_1 \leq \ldots \leq b_n \leq h} R_{[b_1, \ldots, b_n]}(X/S).
\]

Let \( \psi = [b_1, \ldots, b_n] \), which has depth \( m = b_1 + \cdots + b_n \). The primitive part of the representation \( V_\psi \) is the \( \mathfrak{g}_0 \)-representation \( U^{[-b_1, \ldots, -b_n]} \). As discussed, the endomorphism algebra of this representation is isomorphic to the field \( F(\psi) \) that is obtained as the field of invariants in \( \tilde{K} \) of the stabilizer of a representative of \( \psi \) in \( \mathbb{X}^\text{prim} \). By what was discussed in 6.1, the \( \mathfrak{g} \)-representation \( V_\psi \) has the same endomorphism algebra. As \( V_\psi^\text{prim} \) is 1-dimensional over \( F(\psi) \), we find that the core of the Lefschetz component \( R_\psi(X/S) \) is isomorphic to \( F(\psi) \otimes_{F(\psi)} V_\psi \), which is a motive with \( F(\psi) \)-action, and \( R_\psi(X/S) = R_\psi^{[-b_1, \ldots, -b_n]}(X/S) \otimes_{F(\psi)} V_\psi \).
As our next example we consider the case where \( D = \text{End}^0(X/S) \) is a quaternion algebra over \( \mathbb{Q} \) with \( D \otimes \mathbb{Q} \mathbb{R} \cong M_2(\mathbb{R}) \). The relative dimension \( g \) is necessarily even; write \( g = 2h \).

The irreducible representations of \( \mathfrak{g}_0 = (D, [\cdot, \cdot]) \) over \( \mathbb{Q} \) are indexed by the pairs \( \lambda = (\lambda_1, \lambda_2) \) in \( \mathbb{Q}^2 \) with \( \lambda_1 - \lambda_2 \in \mathbb{Z}_{\geq 0} \). With \( d(\lambda) \) as in (4.5.1), the corresponding representation \( U^{(\lambda_1, \lambda_2)} \) is a \( \mathbb{Q} \)-form of \( d(\lambda) \) copies of \( \text{Sym}^{\lambda_1 - \lambda_2} \text{St} \otimes (\lambda_2 \cdot \text{tr}) \), where \( \text{St} \) is the standard representation of \( \mathfrak{g}_2 \). The endomorphism algebra \( \text{End}_{\mathfrak{g}_0}(U^{(\lambda_1, \lambda_2)}) \) is \( \mathbb{Q} \) if \( \lambda_1 - \lambda_2 \) is even and is isomorphic to \( D \) for \( \lambda_1 - \lambda_2 \) odd.

As discussed in Example 4.5, the motivic decomposition of Thm. 4.3 in this case takes the form \( R(X/S) = \bigoplus_{g \geq \lambda_1 \geq \lambda_2 \geq 0} R^{(\lambda_1, \lambda_2)}(\lambda) \) with integral \( \lambda_1 \) and \( \lambda_2 \). The Lie algebra \( \mathfrak{g}_0 \) acts on the summand \( R^{(\lambda_1, \lambda_2)} \) through the representation \( U^{(h - \lambda_2, h - \lambda_1)} \); see Remark 6.6. Thus, the irreducible \( \mathfrak{g}_0 \)-representations that occur in \( R(X/S) \) are the representations \( U^{(\mu_1, \mu_2)} \) with \( (\mu_1, \mu_2) \in \mathbb{Z}^2 \) and \( h \geq \mu_1 \geq \mu_2 \geq -h \).

The Lie algebra \( \mathfrak{g} = \mathfrak{sp}(X \times_S X^\dagger) \) is a non-split \( \mathbb{Q} \)-form of \( \mathfrak{sp}_4 \). The degree zero part \( \mathfrak{g}_0 \) is a Levi subalgebra, and \( \mathfrak{g}_2 \cong U(2,0) \) and \( \mathfrak{g}_{-2} \cong U(0,-2) \) as representations of \( \mathfrak{g}_0 \).

The representation theory of \( \mathfrak{sp}_4 \) is described, with many examples, in [9], Chap. 16. As in loc. cit., §16.2, we denote, for non-negative integers \( a \) and \( b \), by \( \Gamma_{a,b} \) the irreducible representation of \( \mathfrak{sp}_4 \) with highest weight \( ax_1 + bx_2 \), where \( x_1 \) and \( x_2 \) are the (short and long, respectively) fundamental dominant weights. (In the notation of loc. cit., \( x_1 = L_1 \) and \( x_2 = L_1 + L_2 \).)

The description of the irreducible representations of \( \mathfrak{g} \) over \( \mathbb{Q} \) is not much different. Again we have irreducible representations \( V_{a,b} \) indexed by pairs \( (a,b) \in \mathbb{Z}_{\geq 0}^2 \). The only difference with the split case is that \( V_{a,b} \) is not, in general, absolutely irreducible; instead, \( V_{a,b} \otimes \overline{\mathbb{Q}} \) is a sum of 1 or 2 copies of \( \Gamma_{a,b} \), depending on the parity of \( a \).

To determine which \( \mathfrak{g}_0 \)-representations occur in \( V_{a,b} \) we need to calculate the branching rule for the restriction of representations of \( \mathfrak{sp}_4 \) to its Levi subalgebra \( \mathfrak{gl}_2 \). While this is easy in concrete examples (see below), it seems cumbersome to give the exact rule for which \( \mathfrak{g}_0 \)-representations occur in the general case. However, by looking at the weights it is easy to see that the primitive part of \( V_{a,b} \) is isomorphic to \( U^{(-a-b)} \), so a necessary condition for the \( \mathfrak{g} \)-representation \( V_{a,b} \) to occur in \( R(X/S) \) is that \( a + b \leq h \). (This is probably also a sufficient condition.) Hence, the Lefschetz decomposition becomes

\[
R(X/S) = \bigoplus_{0 \leq a \leq h} R_{a,b}(X/S)
\]

with \( R_{a,b}(X/S) \) the \( V_{a,b} \)-isotypical summand.

If \( a \) is even, the primitive part \( R_{a,b}^{\text{prim}}(X/S) \) is isomorphic to \( a + 1 \) copies of the core \( P_{a,b} \), and \( R_{a,b}(X/S) \cong P_{a,b} \otimes \overline{\mathbb{Q}} V_{a,b} \) in \( \text{Mot}(S) \). If \( a \) is odd, \( R_{a,b}^{\text{prim}}(X/S) \) is isomorphic to \( (a + 1)/2 \) copies of the core \( P_{a,b} \), which has a right action of \( D \), and \( R_{a,b}(X/S) \cong P_{a,b} \otimes D V_{a,b} \). Note that the Lefschetz components with \( a \) even (resp. odd) occur in even (resp. odd) degrees.

Let us now specialize to some examples in low dimension.

For \( g = 2 \) the Lefschetz decomposition is \( R(X/S) = R_{0,0} \oplus R_{1,0} \oplus R_{0,1} \). The component \( R_{1,0} = R^1(X/S) \oplus R^3(X/S) \) is the odd part of the motive; its core equals its primitive part \( R^1(X/S) \).

For the even parts we have

\[
R_{0,0} = R^{(1,1)} \quad \text{and} \quad R_{0,1} = R^0(X/S) \oplus R^{(2,0)}(X/S) \oplus R^4(X/S),
\]
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Over a field, $R^2(X) = R^{(2,0)} \oplus R^{(1,1)}$ is the decomposition of $R^2(X)$ into an algebraic and a transcendental part as constructed by Kahn, Murre and Pedrini in [11]. (Caution: in Hodge theory the algebraic part of the $H^2$ is purely of type $(1,1)$. Here it is the summand $R^{(2,0)}$. The upper indices $(\lambda_1,\lambda_2)$ only tell how $D^{op,*}$ acts; they have no direct relation with the Hodge bidegrees.)

The Lefschetz decomposition is $R(X/S) = R_{0,0} \oplus R_{1,0} \oplus R_{0,1} \oplus R_{2,0} \oplus R_{1,1} \oplus R_{0,2}$. For the summands $R_{a,b}$ in odd degrees (a odd), calculation of the branching rules gives

$$R_{1,0} = R^{(2,1)}_{1,0} \oplus R^{(3,2)}_{1,0} \quad \text{and} \quad R_{1,1} = R^{(1,0)}_{1,1} \oplus R^{(3,0)}_{1,1} \oplus R^{(4,1)}_{1,1} \oplus R^{(3,2)}_{1,1} \oplus R^{(4,3)}_{1,1}$$

In both cases, the core is the primitive part. For the Lefschetz components in even degrees, we have

$$R_{0,0} = R^{(2,2)}_{0,0} \quad \quad R_{2,0} = R^{(2,0)}_{2,0} \oplus R^{(3,1)}_{2,0} \oplus R^{(2,2)}_{2,0} \oplus R^{(4,2)}_{2,0}$$

$$R_{0,1} = R^{(1,1)}_{0,1} \oplus R^{(3,1)}_{0,1} \oplus R^{(3,3)}_{0,1} \quad \quad R_{0,2} = R^{(0,0)}_{0,2} \oplus R^{(0,2)}_{0,2} \oplus R^{(4,0)}_{0,2} \oplus R^{(2,2)}_{0,2} \oplus R^{(4,2)}_{0,2} \oplus R^{(4,4)}_{0,2}$$

For instance, we see that $R_{0,2}$ is the purely algebraic part of the motive, which is a sum of Tate motives. At the other extreme, $R_{0,0}$ is the “transcendental part” of the middle degree motive $R^1(X/S)$, i.e., the part that does not come from smaller degrees.

Let us further look at the summand $R_{2,0}$. The representation $U_{2,0}$ is the adjoint representation. (The weight diagram can be found on page 246 of [9].) The depth is 2; further, $\dim(U^2_{2,0}) = 3 = \dim(U^2_{2,0})$ and $\dim(U^2_{0,0}) = 4$. So $R_{2,0}$ is an example of a Lefschetz component with the property that $R^{\text{alg}}_{2,0}$ is not isomorphic to a sum of copies of $R^{\text{prim}}_{2,0}(-1) = R^{\text{prim}}_{2,0}(-1)$. The core $P_{2,0} = P_{2,0}(X/S)$ is a motive of rank 5 (over $\mathbb{C}$ its Hodge realization is an irreducible weight 2 Hodge structure with Hodge numbers $1 - 3 - 1$), and $R_{2,0} \cong P^{\oplus 3}_{2,0} \oplus P_{2,0}(-1)^{\oplus 4} \oplus P_{2,0}(-2)^{\oplus 3}$.  

8. Application: A question of C. Voisin

In this section we apply Thm. 5.6 to answer a question of C. Voisin. We prove the analogue for abelian varieties of a conjecture of Beauville [4] about the so-called weak splitting property; see also [27] and [28].

To explain Voisin’s question, consider an abelian variety $X$ over a field. The descending filtration on $\text{CH}(X)$ associated to Beauville’s grading is expected to have the properties conjectured by Beilinson-Bloch and Murre. In particular, $\text{CH}_{(s)}(X)$ should be zero for $s < 0$ (Beauville’s conjecture (F$_p$) of [2], §5) and the cycle class map should be injective on $\text{CH}_{(0)}(X) := \oplus_j \text{CH}_{(0)}(X)$ (see [21], Conjecture D). Almost nothing seems known about this in general. Voisin’s question is the weaker question whether the cycle class map is injective on the subalgebra of $\text{CH}(X)$ generated by the classes in $\text{CH}_{(0)}^1$. Cor. 8.4 gives a positive answer to this; it is in fact a special case of a more general result, Thm. 8.3.

8.1. With $S$ as in 2.1, consider an abelian scheme $\pi: X \to S$. We have an isomorphism $\pi^*: \text{CH}(S) \xrightarrow{\sim} \text{CH}(R^0(X/S)) \subset \text{CH}(X)$. We view $\text{CH}(X)$ as a $\text{CH}(S)$-algebra for the intersection product. Write $1_X = [X]$ for the identity element. Recall that the Lie algebra $\mathfrak{g} = \mathfrak{sp}(X \times_S X^\dagger)$ has a natural grading $\mathfrak{g} = \mathfrak{g}_{-2} \oplus \mathfrak{g}_0 \oplus \mathfrak{g}_2$ with $\mathfrak{g}_2 = \text{Hom}^{0,\text{sym}}(X, X^\dagger)$. Further recall that the map $\gamma \mapsto \ell(\gamma)$ of 5.4 gives an isomorphism $\text{Hom}^{0,\text{sym}}(X, X^\dagger) \xrightarrow{\sim} \text{CH}^1(R^2(X/S))$ and that the Lefschetz operator $L_\gamma$ acts on $\text{CH}(X)$ as the intersection product with the class $\ell(\gamma)$.
8.2. Lemma. — (i) There is a unique \( \varpi \in \text{Irrep}(g) \) such that \( R_{\varpi}^0(X/S) \neq 0 \).
(ii) The \( \varpi \)-isotypic subspace \( \text{CH}(R_{\varpi}(X/S)) \subset \text{CH}(X) \) is the \( \text{CH}(S) \)-subalgebra of \( \text{CH}(X) \) generated by the classes in \( \text{CH}^1(R^2(X/S)) \).

We may think of \( R_{\varpi}(X/S) \) as the "purely algebraic" part of \( R(X/S) \), generated (relative to \( S \)) by the symmetric divisor classes. For instance, in the example of 7.2 with \( g = 2 \) (resp. \( g = 4 \)) it is the Lefschetz component \( R_{0,1} \) (resp. \( R_{0,2} \)).

Proof. (i) For any motive \( M \) the \( g \)-representation \( \text{Hom}_{\text{Mot}(S)}(M, R^0(X/S)) \) is (tr/2)-isotypic. Hence if \( \psi: g \to \mathfrak{gl}(V) \) is an irreducible representation with \( R_{\varpi}^0(X/S) \neq 0 \), the corresponding irreducible representation \( V^{\text{prim}} \) of \( g \) is the representation (tr/2). But as discussed in 6.1, the isomorphism class of \( \psi \) is determined by the \( g \)-module \( V^{\text{prim}} \).

(ii) The \( \varpi \)-isotypic subspace \( \text{CH}(R_{\varpi}(X/S)) \subset \text{CH}(X) \) is the \( \mathcal{U}(g_2) \)-subspace of \( \text{CH}(X) \) generated by its primitive vectors. The assertion follows from the remark that \( R^{\text{prim}}_{\varpi}(X/S) = R^0_{\varpi}(X/S) \) together with the facts recalled in 8.1.

8.3. Theorem. — Let \( \mathcal{C} \) be a \( \mathbb{Q} \)-linear category and let \( \Phi: \text{Mot}(S) \to \mathcal{C} \) be a \( \mathbb{Q} \)-linear functor. Write \( \Phi(X) = \Phi(R(X/S)) \) and consider the natural map

\[
u: \text{CH}(X) = \text{Hom}_{\text{Mot}(S)}(1, R(X/S)) \to \text{Hom}_{\mathcal{C}}(\Phi(1), \Phi(X)).\]

If \( u \) is injective on \( \text{CH}(S) \), it is injective on the \( \text{CH}(S) \)-subalgebra of \( \text{CH}(X) \) generated by the classes in \( \text{CH}^1(R^2(X/S)) \).

Proof. By the lemma, the \( \text{CH}(S) \)-subalgebra of \( \text{CH}(X) \) generated by \( \text{CH}^1(R^2(X/S)) \) equals \( \text{CH}(R_{\varpi}(X/S)) \). By functoriality, the map \( u \) is a map of \( g \)-modules. Hence, if there is a non-zero \( y \in \text{Ker}(u) \cap \text{CH}(R_{\varpi}(X/S)) \) then the kernel of \( u \) contains a \( g \)-submodule isomorphic to \( \varpi \). But any such submodule contains non-zero element of \( \text{CH}(S) \).

We now specialize to an abelian variety over a field. We use the notation \( \text{CH}^j_{(s)}(X) = \text{CH}^j(R^{2j-s}(X)) \). In particular, \( \text{CH}^1(R^2(X/S)) \) is the space \( \text{CH}^1_{(0)}(X) \) of symmetric divisor classes.

8.4. Corollary. — Let \( X \) be an abelian variety over a field \( F \). Let \( y \in \text{CH}(X) \) be an element that can be written as \( y = P(\ell_1, \ldots, \ell_r) \) for some polynomial \( P \in \mathbb{Q}[t_1, \ldots, t_r] \) and classes \( \ell_i \in \text{CH}^1_{(0)}(X) \). If \( y \) is numerically trivial, \( y = 0 \).

Proof. Apply the theorem to the natural functor \( \Phi: \text{Mot}(F) \to \text{Mot}(F)_{\text{num}} \), in which case \( u \) is the quotient map \( \text{CH}(X) \to \text{CH}(X)/\Xi \). Now use that \( \text{CH}(F) \cap \text{Ker}(u) = (0) \).

With similar arguments we can also prove a result about the next "layer" in Beauville’s decomposition. We restrict our attention to the case where the endomorphism algebra \( \mathcal{D} \) is simple.

8.5. Lemma. — Let \( X/S \) be an abelian scheme such that \( \mathcal{D} = \text{End}^0(X/S) \) is a simple algebra. Then there is a unique \( g \in \text{Irrep}(g) \) such that \( R^1_{\varpi}(X/S) \neq 0 \).

Proof. It is immediate from the definitions that there is a unique class \( \xi \in \mathcal{X}_{\text{adm}}/\Gamma \) with \( \|\xi\| = 1 \). If \( \psi: g \to \mathfrak{gl}(V) \) is an irreducible representations with \( R_{\psi}^1(X/S) \neq 0 \) then \( \psi \) has depth \( g - 1 \) and
the primitive part $V^{\text{prim}} = V^{1-g}$ is the $\mathfrak{g}_0$-module corresponding to $\zeta[g/nd]$; see 6.6. As $\psi$ is determined by the associated $\mathfrak{g}_0$-module $V^{\text{prim}}$ (see 6.1), the lemma follows. \hfill $\square$

8.6. Theorem. — Let $X$ be an abelian variety over a field $F$ such that $\End^0(X)$ is a simple algebra. Let $\mathcal{D} \subset \CH(X)$ be the $\Q$-subalgebra generated by the classes in $\CH^{(1)}_0(X)$.

(i) Suppose $F = \C$. Let $y \in \CH^j(X)$ be a class that lies in the $\mathcal{D}$-submodule of $\CH(X)$ generated by the elements of $\CH^{(1)}_1(X) = \CH^1(R^1(X))$. If the Abel-Jacobi class

$$AJ(y) \in H^{2j-1}(X, \C)/(\Fil^j + H^{2j-1}(X, \Q))$$

of $y$ is trivial then $y = 0$.

(ii) Suppose $F$ is finitely generated over its prime field, and let $\ell$ be a prime number different from $\text{char}(F)$. Choose a separable closure $F^{\text{sep}}$ of $F$ and let $\Gamma_F = \text{Gal}(F^{\text{sep}}/F)$ and $\tilde{X} = X_{F^{\text{sep}}}$. Let $y \in \CH^j(X) \otimes \Q_{\ell}$ be a class that lies in the $(\mathcal{D} \otimes \Q_{\ell})$-submodule of $\CH(X) \otimes \Q_{\ell}$ generated by the elements of $\CH^{(1)}_1(X)$. If the $\ell$-adic Abel-Jacobi class

$$AJ_{\ell}(y) \in H^1_{\text{cont}}(\Gamma_F, H^{2j-1}(\tilde{X}, \Q_{\ell}))$$

of $y$ is trivial then $y = 0$.

Proof. We only give the proof of (ii); the argument for (i) is essentially the same (but easier because we do not need to pass to $\Q_{\ell}$-coefficients). We assume $y \neq 0$ and derive a contradiction.

Let $\varphi : \mathfrak{g} \to \mathfrak{gl}(V)$ be the irreducible representation of Lemma 8.5. The depth of this representation is $g-1$. The representation $\varphi_{\Q_{\ell}} : (\mathfrak{g} \otimes \Q_{\ell}) \to \mathfrak{gl}(V \otimes \Q_{\ell})$ is again completely reducible; let $\theta_1, \ldots, \theta_r$ be its irreducible constituents, with $\theta_i : (\mathfrak{g} \otimes \Q_{\ell}) \to \mathfrak{gl}(W_i)$. Each $W_i$ has a grading given by the action of the element $\hat{h}$ (as in 6.1) and $W_i^{1-g} \neq 0$ for all $i$.

The $\Q_{\ell}$-vector space $\CH^{(1), \ell} := \bigoplus_{q=1}^g \CH^{q}_1(X) \otimes \Q_{\ell}$ is a representation of $\mathfrak{g} \otimes \Q_{\ell}$. By assumption, $y$ lies in the subrepresentation generated by $\CH^{(1)}_1(X) = \CH^1(R^1(X))$, and as $R^1(X/S) = R^1_{\ell}(X/S)$, it follows that the $(\mathfrak{g} \otimes \Q_{\ell})$-subrepresentation of $\CH^{(1), \ell}$ generated by $y$ is isomorphic to $\bigoplus_{i \in I} \theta_i^{\otimes m_i}$ for some subset $I \subset \{1, \ldots, r\}$ and multiplicities $m_i$. In particular, this submodule contains a non-zero element $y_1$ that is homogeneous of degree $1-g$ (meaning that $\hat{h}(y_1) = (1-g) \cdot y_1$); for this element we have $y_1 \in \CH^{(1)}_1(X) \otimes \Q_{\ell}$.

The kernel of the $\ell$-adic Abel-Jacobi map

$$AJ_{\ell} : \CH^{(1), \ell} \to \bigoplus_{q=1}^g H^1_{\text{cont}}(\Gamma_F, H^{2q-1}(\tilde{X}, \Q_{\ell}))$$

is a $(\mathfrak{g} \otimes \Q_{\ell})$-subrepresentation of $\CH^{(1), \ell}$. Hence if $AJ_{\ell}(y) = 0$ then also $y_1 \in \text{Ker}(AJ_{\ell})$. But $AJ_{\ell}$ is injective on $\CH^{(1)}_1(X) \otimes \Q_{\ell}$, so we arrive at the desired contradiction. \hfill $\square$
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