A PRECISE MEASUREMENT OF THE Z RESONANCE PARAMETERS THROUGH ITS HADRONIC DECAYS

DELPHI Collaboration

A measurement of the cross section for $e^+e^- \rightarrow \text{hadrons}$ using 11,000 hadronic decays of the Z boson at ten different center-of-mass energies is presented. A three-parameter fit gives the following values for the Z mass $M_Z$, the total width $\Gamma_Z$, the product of the electronic and hadronic partial widths $\Gamma_e\Gamma_h$, and the unfolded pole cross section $\sigma_0$:

$$M_Z = 91.171 \pm 0.030\,(\text{stat.}) \pm 0.030\,(\text{beam}) \text{ GeV},$$

$$\Gamma_Z \Gamma_h = 0.148 \pm 0.006\,(\text{stat.}) \pm 0.004\,(\text{syst.}) \text{ GeV}^2,$$

$$\sigma_0 = 41.6 \pm 0.7\,(\text{stat.}) \pm 1.1\,(\text{syst.}) \text{ nb}.$$

Good agreement with the predictions of the standard model is observed. From a two-parameter fit the number of massless neutrino generations is found to be $N_v = 2.97 \pm 0.26$. Thus the hypothesis of a fourth neutrino with mass less than 40 GeV is excluded with 95% confidence level. Combining the cross section measurements with the ratio $\Gamma_e/\Gamma_h$ reported in another DELPHI paper [Phys. Lett. B 241 (1990) 425], the hadronic, leptonic and invisible widths are found to be

$$\Gamma_h = 174 \pm 61 \text{ MeV}, \quad \Gamma_e = 85.1 \pm 2.9 \text{ MeV}, \quad \Gamma_h/\Gamma_e = 20.45 \pm 0.98, \quad \Gamma_{\text{inv}} = 515 \pm 54 \text{ MeV},$$

in good agreement with the standard model.

1. Introduction

The first “fine” scan of the Z-resonance at the CERN large electron positron collider (LEP) has been completed. The measurement of the Z production cross section performed by the DELPHI Collaboration at ten different collision energies is presented here. The measured line-shape is interpreted in the context of the standard model. The data correspond to an integrated luminosity of 573 nb$^{-1}$, about 10 times more than the integrated luminosity for which results were reported in our previous publication [1]. Other measurements of the Z properties obtained in $e^+e^-$ collisions may be found in ref. [2].

The selection criteria for both multihadronic and small angle Bhabha events are similar to those used in ref. [1]. However, for the selection of multihadronic events an alternative set of cuts was added in order to reduce the systematic uncertainties (section 5). The uncertainties of the luminosity measurements were reduced by a modification of the detector as well as by a more elaborate analysis (section 3).

2. Apparatus

The features of the DELPHI apparatus which were relevant for the present analysis are listed in ref. [1]. For completeness they are recalled here, with the modifications necessary to cover the longer running period. Many different subdetectors are involved in this measurement.

- The inner detector (ID) is a cylindrical drift chamber (inner radius = 12 cm, outer radius = 28 cm) covering polar angles between 29° and 151°. A jet-chamber section providing 24 $r\phi$ coordinates is surrounded by 5 layers of proportional chambers providing $r\phi$ and longitudinal coordinates. These five layers were used in the trigger.
- The time projection chamber (TPC) is a cylinder with 30 cm inner and 122 cm outer radius and a length of 2.7 m. For polar angles between 21° and 159° at least 4 space points are available for track reconstruction, while for angles between 39° and 141° up to 16 space points can be used.
- The outer detector (OD) has 5 layers of drift cells at a radius between 198 and 206 cm and covers polar angles from 42° to 138°. All layers provide precise $r\phi$ coordinates and were used in the trigger.
- The high density projection chamber (HPC) measures electromagnetic energy with high granularity over polar angles from 40° to 140°. It has a segmentation in depth of nine layers. For fast triggering, a scintillator layer is located behind the first five radiation lengths.
- About one third of the data were taken with the superconducting solenoid (SS) operating at a reduced field of 0.7 T. The rest of the data were taken at the design value of 1.2 T.
- The time of flight (TOF) system is composed of a single layer of 172 counters surrounding the solenoid, and covering 41° to 139° in polar angle. It was used in the fast triggering.
- The electromagnetic calorimeter in the endcaps (FEMC) consists of $2 \times 4500$ lead-glass blocks (granularity =1° $\times$ 1°) with phototriode read out, covering polar angles from 10° to 35.5° and from 144.5° to 170°.
The small angle tagger calorimeters (SAT) cover polar angles from 43 to 135 mrad in both endcaps. They are composed of alternating layers of lead sheets, concentric with the beam axis, and scintillating fibres running parallel to the beam. Behind each calorimeter the fibers are collected into 288 bundles, each read out by a photodiode. The resulting segmentation is shown in fig. 1. The calorimeters have inner and outer radii of 10 and 34.5 cm. The inner six rings of readout elements have radial extensions of 3 cm, the outer two 3.25 cm. The azimuthal coverage is $2\pi$ except for a small dead region, 2 cm wide, which appears at the vertical junction of the two half-cylinders. The inner four rings have an azimuthal segmentation of $15^\circ$, the outer four rings of $7.5^\circ$. In order to define the inner radius of the acceptance region with high precision, one of the calorimeters was masked off by a 10 radiation length thick lead ring. The first third of the data were taken with a mask of maximum outer radius of 12 cm, whereas the remaining two thirds were taken with a 13 cm mask. The data taken with the 12 and 13 cm masks will be referred as samples A and B, respectively. The masks had conical outer surfaces pointing back to the nominal interaction point. The diameters of the masks are known with a precision of better than 100 microns.

3. Luminosity measurement

The luminosity measurement relied on the detection of small angle Bhabha events in the SAT. The triggers were based on analog sums of 24 channels arranged in 24 overlapping sectors of $30^\circ$ per endcap (fig. 1). The primary trigger required coplanar coincidence of energy depositions larger than about 15 GeV. A second trigger, based on an alternative set of discriminators, was operated at a threshold of about 35 GeV and did not include the coplanarity requirement. Two data taking periods were dedicated to the study of the luminosity trigger efficiency, with a single arm trigger (requiring only energy deposition in one calorimeter) added to the normal triggers.

Comparison of the performance of the first two triggers showed that the electronics and logic of the primary trigger were more than 99.9% effective. All 422 Bhabha events observed during the single arm runs satisfied the primary trigger condition. It follows that the trigger efficiency was greater than 99.4% at the 90% confidence level. A conservative value of 0.6% was taken as systematic uncertainty on the 100% trigger efficiency, since it was not measured directly during normal data taking.

The first step of the event selection was the formation of energy clusters in the calorimeters. Clusters were composed of at least three neighbouring readout elements, each with an energy response more than three standard deviations above the pedestal (typically 0.5 GeV). In case several clusters were found in one calorimeter, the cluster with the maximum number of elements (referred to later as the primary cluster) was used in the subsequent event selection. The energy barycentre was used to define the radial ($r$) and azimuthal ($\phi$) coordinates of the shower. An acoplanarity cut of $20^\circ$ was applied by using the azi-
muthal coordinates of the primary clusters detected in the two calorimeters.

Due to the steep angular dependence of the Bhabha cross section, a precise determination of the minimum scattering angle is crucial. In this experiment this was defined by the outer radius of the mask described in section 2. The other borders of the acceptance (fig. 1) were defined by the requirement for the primary energy cluster in the masked calorimeter to be more than one \(15^\circ\) sector away from the vertical dead region and within the first 7 rings of the calorimeter. It has been estimated that the uncertainties in the knowledge of the internal geometry of the calorimeter introduce a 1% systematic uncertainty associated with these last two cuts. The \(\phi\)-cut is by far the most important one. The systematic error of 1% would correspond to a shift of about 2.5 mm on the azimuthal position of the border between cells.

The purpose of the mask is to prevent electrons below a precisely defined scattering angle from depositing their full energy in the calorimeter. Monte Carlo studies show that already 300 microns inside the outer edge of the mask, it absorbs more than 60% of the energy of 45 GeV electrons. In order to reject electrons which hit the inner surface of the calorimeter after passing through the central hole of the mask, the quantity \(R\) was introduced. It is defined as the ratio between the energy deposited in the first ring of the masked calorimeter (calorimeter 2) to the total energy \(E_2\) of the corresponding shower.

The distributions of the fractional energy \(E_2/E_{\text{beam}}\) versus \(R\) are shown in figs. 2a and 2c, for samples A and B, respectively. They were made after an energy cut in calorimeter 1 of \(0.75 \leq E_1/E_{\text{beam}} \leq 1.5\). The Monte Carlo prediction for the conditions of sample A (12 cm mask) is plotted in fig. 2b. The cluster of events at \(R \approx 0.9\) and \(E_2/E_{\text{beam}} \approx 0.4\) is due to electrons which hit the mask. The band of events at \(R \approx 1\) which extends to large energies is due to electrons which passed through the hole of the mask. The combined cut in \(R\) and \(E_2/E_{\text{beam}}\) indicated by the dashed line rejects both types of events. The separation between the signal and the background is better for sample B, shown in fig. 2c, since the 13 cm mask completely covers ring 1 of the calorimeter.

For both samples a distributed background of events is observed. This is understood as being caused by showers which leaked through the back corner of

the calorimeter into the photodiodes, simulating high energy depositions. In region I, this was estimated to be \((0.5 \pm 0.5)\%\) of the total number of Bhabha events (the same in both samples). However, in sample A the signal extends up to \(R \approx 0.9\), as predicted by the Monte Carlo. The background in region II is larger and was subtracted using the signal-free data of sample B in region II. Fig. 2d shows the energy distributions of the events of sample A (continuous line) and B (dots) for \(0.50 \leq R \leq 0.90\) normalized to the same luminosity. The background of sample A is well reproduced by the data of sample B. This procedure leads to a statistical background subtraction of 2.5% in the region II for sample A. A conservative systematic uncertainty of 1.3% was assigned to this subtraction. In summary, the background subtraction for sample A amounts to \((3.0 \pm 1.5)\%)\) and for sample B to \((0.5 \pm 0.5)\%)\), when selecting the events within the limits \(0.75 \leq E_1/E_{\text{beam}} \leq 1.5\).

A 1% total uncertainty on the integrated luminosity was estimated to originate from the above energy cuts by considering the following:

- The overall and cell to cell calibrations of the calorimeters were performed with a sample of Bhabha events. Applying different algorithms resulted in 0.3% variations in the integrated luminosity.
- Variation of the minimum energy cut (viz. 75% of the beam energy) by \(\pm 5\%)\) changed the integrated luminosity by 0.5%.
- Based on an analysis of the single arm trigger data and the acoplanarity distribution of the full data sample, the background of off-momentum electrons was estimated to be less than 0.2%.

Due to the asymmetric geometric acceptance criteria and the azimuthal symmetry of the acceptance region, the sensitivity of the visible cross section to possible variations of the position of the interaction point in the transverse plane is negligible. However, the visible cross section is linearly sensitive to longitudinal displacements along the beam axis (i.e. \(z\) axis). The average \(z\)-position of the interaction region was measured with tracks from the hadronic \(Z\) decay sample and was used to correct the data for each LEP machine fill. The corrections were typically 0.5% or less. A remaining 5 mm uncertainty on the absolute position of the mask relative to the interaction region would result in a 0.5% uncertainty on the visible cross section.
The visible cross section for the luminosity events was evaluated by a detector simulation [3] of Bhabha scattering events. An event generator that includes electroweak and radiative corrections to first order in $\alpha$ was used [4]. The hadronic vacuum polarization was updated according to ref. [5]. The lack of higher order corrections in the generator is assumed to give a 1% uncertainty on the theoretical cross section. The energy dependence of the cross section was evaluated by generating events at the 10 energy points of the scan with an approximate simulation of the event selection. These cross sections were renormalized to the value obtained at $\sqrt{s} = 91.1$ GeV, the center-of-mass energy at which the full detector simulation was performed. The visible cross sections at this energy were found to be 32.5 nb for sample A and 26.6 nb for sample B. An uncertainty of 1% was estimated due to imperfections of the Monte Carlo modeling. The luminosity was computed assuming a $Z$ mass (which enters the $\gamma Z$ interference term) of 91.1 GeV. The uncertainty on $M_Z$ has a negligible effect on the luminosity calculation.

A summary of the systematic uncertainties on the luminosity measurement is given in table 1. The overall uncertainty is 2.7% for sample A (6964 selected events), and 2.3% for sample B (9749 selected events), which results in a 2.4% uncertainty on the total sample. This is less than the 5% uncertainty re-
4. Hadronic event trigger

In the barrel region, the trigger for hadronic events was based on two independent components:

(a) A "track trigger" was made by coincidences of the ID and OD chambers. Each detector provided signals for charged particles with hits in 3 out of 5 layers. A back to back coincidence of OD quadrants together with any signal from the ID formed a trigger.

(b) A "scintillator trigger" was made by coincidences of the HPC and TOF scintillation counters. Individual counters of both detectors were arranged in two groups of four quadrants placed symmetrically upstream and downstream of the crossing point. The HPC counters were sensitive to electromagnetic showers with an energy larger than 2 GeV while the TOF counters were sensitive to minimum ionizing particles penetrating the electromagnetic calorimeter and the coil. The "scintillator trigger" was the OR of the following subtriggers:
- Coincidences of back to back TOF quadrants.
- At least 3 TOF quadrants.
- At least 2 HPC quadrants.
- Coincidence of any TOF with any HPC quadrant.

The exact knowledge of the trigger efficiency for events with sphericity axis between 50° and 130° is crucial for the determination of the overall acceptance (section 5). Having recorded the trigger pattern event by event, we determined the efficiency of each subtrigger in the barrel region for hadronic events by using its redundancy with other subtriggers. From this measurement the following efficiencies for hadronic events with a sphericity axis between 50° and 130° were obtained:
- "track trigger": 99.1 ± 0.1%.
- "scintillator trigger": 99.6 ± 0.1%.

The inefficiency of the overall trigger in the barrel region was therefore less than 0.1%.

To enhance the number of Z events with a sphericity axis pointing to the endcaps a calorimeter trigger based on the FEMC was added. It required a minimum energy deposition of 3 GeV in each endcap. Its contribution was included in the calculation of the global detection efficiency as described in section 5.

Approximately 9% of the date were recorded with one of the trigger components missing. The corresponding correction applied to the overall acceptance was 2.0 ± 0.2% in events taken with a missing ID, OD or TOF trigger and 1.0 ± 0.1% when the HPC or the FEMC triggers were absent. The resulting losses in trigger efficiency are larger for events with a sphericity axis outside the range from 50° to 130°.

Hadronic and Bhabha events were recorded with the same trigger- and data-acquisition system in order to ensure equal live times.

5. Hadronic event selection

Two different analyses have been performed:

The first analysis (A) relied only on charged particle tracks, whereas the second (B) used the energy deposition in the barrel electromagnetic calorimeter (HPC) in addition.

Both methods used the following selection criteria for charged particles:
- Polar angle θ between 20° and 160°.
- Momentum p between 0.1 GeV/c and 50 GeV/c.
- Track length above 30 cm.
- Relative error on momentum measurement below 100%.
- Projection of impact parameter in the xy plane below 4 cm.
- z coordinate at the origin below 10 cm.
**Analysis A**

Hadronic events were selected by requiring at least 3 tracks in one hemisphere (viz. $\theta < 90^\circ$ or $\theta > 90^\circ$) and a sum of the $p_T^2$ of all tracks relative to the beam axis greater than 9 GeV$^2$.

The multiplicity cut removed cosmic events and leptonic decays with the exception of a small fraction of $\tau^+\tau^-$ events. The $p_T^2$ cut rejected the contamination by beam gas and two photon interactions. Its value was chosen in order to be least sensitive to the experimental uncertainty of the charged particle momenta. Fig. 3 shows the distribution of the square root of the sum of the $p_T^2$ for the events with at least 3 charged tracks in one hemisphere.

By analysing the events originating far from the interaction point (viz. $10 < |z| < 30$ cm) the contribution from beam gas events was found to be less than 0.1%. The two photon contribution was calculated by Monte Carlo simulation [6] and was also less than 0.1%. The $\tau^+\tau^-$ background was determined to be $(1.3 \pm 0.3)$% using a Monte Carlo simulation performed with the event generator KORALZ [7].

For about 10% of the data some of the 12 sectors of the TPC were not read out by the data acquisition.

---
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**Fig. 3.** (a) Distribution of $\sqrt{\sum p_T^2}$ for events with $\geq 3$ charged tracks in one hemisphere. Also shown is the Monte Carlo comparison (solid line) and the selection cut for analysis A. (b) Sphericity axis distribution (data and Monte Carlo simulation) with a fit to the data (solid curve) and its extrapolation to small angles (dotted curve). (c) Charged mass distribution for events with $\geq 5$ charged tracks. Also shown is the Monte Carlo comparison (solid line) and the selection cut for analysis B. (d) Final charged multiplicity distribution (analysis B) compared with the Monte Carlo simulation.
system. The selection criteria were chosen such that the results are rather insensitive to the incompleteness of these events. The events collected with the full TPC were used to determine a correction of $(11 \pm 1)\%$ for this sample.

A detailed Monte Carlo simulation of the detector, which included secondary interactions, the collection of electronic signals and their digitization was performed. The event generation relied on the MUSTRAAL event generator [8] and on the Lund parton shower fragmentation model [9]. The simulation describes well the distributions of various topological variables of the hadronic data of DELPHI [10]. The same analysis was applied to the simulated and to the real events and good agreement between the two samples was observed.

For events with sphericity axes at small polar angles a lower efficiency was expected than for those in the barrel region (viz. $|\cos \theta| < 0.65$) where the efficiency was larger than 99.9%. The selection efficiency for the full solid angle was obtained by extrapolating the theoretical shape $[1 + (1 - 8/3 \alpha_c/\pi) \cos^2 \theta]$ to small angles with $\alpha_c = 0.12$. Fig. 3b shows the sphericity axis distribution for data and Monte Carlo together with the fit to the data for $|\cos \theta| < 0.65$. Due to track losses in the forward region, the measured value of $|\cos \theta|$ was underestimated. The Monte Carlo simulation was used to correct the number of events in the barrel region for this effect by 3%. From this a total efficiency of $(93.5 \pm 1.0)\%$ was obtained. The various contributions to the uncertainty are summarized in table 2.

Analysis B

For the second method, which consisted of a more severe selection than the previous one, charged particles were selected as above. In addition, clusters in the HPC which were not associated to charged particles were kept provided their energies were in the range $0.1 < E < 50$ GeV.

Hadronic events were accepted if the total charged multiplicity was at least 5 and if either the invariant mass of all charged particles was larger than 12 GeV, or the total energy (including the HPC clusters) was greater than 16 GeV. Figs. 3c and 3d display the charged mass distribution for events having at least 5 charged tracks and the final charged multiplicity, compared with the same Monte Carlo simulation as above.

As in the previous analysis, the multiplicity cut removed cosmic and leptonic events, but the $\tau^+\tau^-$ contamination was reduced to $0.3 \pm 0.1\%$. The charged mass cut rejected the remaining contributions from beam gas and two photon interactions. The total energy cut improved the selection efficiency for full TPC data by 1%, and helped to recover most of the partial TPC runs. The efficiency correction for this data sample was $(92.1 \pm 1.1)\%$. The different sources of uncertainty are listed in table 2.

The selection efficiency was derived from the simulation in the barrel region ($|\cos \theta| < 0.65$) and was then extended to the full acceptance. For this combined analysis, the total efficiency was $(92.1 \pm 1.1)\%$.

The uncorrected number of hadronic events selected by the two analyses are given in table 3 for each center-of-mass energy. Once corrected for the global efficiency and for the $\tau^+\tau^-$ contamination the numbers of selected events for both analyses agree within 0.7% on average for each energy. The cross sections computed in section 6 are based on the average results of both analyses.

---

Table 2

<table>
<thead>
<tr>
<th>Error [%]</th>
<th>Analysis A</th>
<th>Analysis B</th>
</tr>
</thead>
<tbody>
<tr>
<td>theory and Monte Carlo</td>
<td>0.4</td>
<td>0.5</td>
</tr>
<tr>
<td>data statistics</td>
<td>0.8</td>
<td>0.8</td>
</tr>
<tr>
<td>uncertainty on momentum measurement</td>
<td>0.3</td>
<td>0.5</td>
</tr>
<tr>
<td>$\tau^+\tau^-$ contamination</td>
<td>0.3</td>
<td>0.1</td>
</tr>
<tr>
<td>total</td>
<td>1.0</td>
<td>1.1</td>
</tr>
</tbody>
</table>

---

* The formula is calculated for the thrust axis. We checked with the Monte Carlo that it is also valid for the sphericity axis.
6. Results

The hadronic cross section was computed at each energy from the relation:

\[ \sigma_h = \frac{N_Z - N_B}{L \epsilon} \]  

(1)

where \( N_Z \) stands for the number of selected hadronic events, \( N_B \) is the number of background events (viz. \( \tau^+\tau^- \) events), \( L \) stands for the time integrated luminosity and \( \epsilon \) is the overall efficiency for hadronic events.

The integrated luminosities and the cross sections for each centre-of-mass energy are listed in table 3. The quoted errors are statistical only. There is an additional energy independent normalisation uncertainty of 2.6%, of which 2.4% is due to the luminosity measurement and 1.0% is due to the determination of the total efficiency. The centre-of-mass energies are known with an absolute systematic uncertainty of 30 MeV and a point-to-point uncertainty of about 10 MeV \[12\]. The former is the main systematic uncertainty on \( M_Z \) in all the fits below whereas the effect of the latter is negligible.

The experimental line-shape was fitted with theoretical formulae in order to test the validity of the standard model and to determine the parameters of the \( Z \) resonance. We shall describe one of these formulae, viz. that of ref. \[13\]. It consists of an "improved Born approximation" made of the sum of the two following terms:

- The pure continuum cross section, \( \sigma_c(s) \), which includes its leading radiative correction.
- The cross section for the resonance and interference terms, which can be expressed in a compact form as follows:

\[ \sigma_Z(s) = 12\pi \frac{\Gamma_e \Gamma_h}{(s-M_Z^2)^2 + (s^2/M_Z^4)\Gamma_Z^2} \times \left[ \left( \frac{s}{M_Z^2} + R \frac{s-M_Z^2}{M_Z^2} \right) F - (2+R)G \right], \]  

(2)

where \( \Gamma_e \) and \( \Gamma_h \) stand for the electron and hadron partial widths of the \( Z \). \( \Gamma_Z \) is its full width and \( M_Z \) its mass. Two-loop self-energy corrections to the vector-boson propagator are taken into account by the \( s^2/M_Z^2 \) and \( s/M_Z^2 \) terms. The function \( R \) includes mainly the contribution from the real part of the \( \gamma Z \) interference computed to lowest order plus its leading logarithmic and leading top-quark mass corrections. Depending on the top quark and Higgs masses, it ranges from 0.07 to 0.12. A departure of the observed cross section from the standard model prediction (due for instance to an additional \( Z \) boson) should manifest itself by an unexpected value of \( R \). The functions \( F \) and \( G \) include mainly the radiative corrections: the soft part of the initial state photon radiation is taken into account by the exponentiation formalism of ref.

---

Table 3

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Analysis A</td>
<td>Analysis B</td>
<td></td>
</tr>
<tr>
<td>88.284</td>
<td>241</td>
<td>236</td>
<td>54.4</td>
</tr>
<tr>
<td>89.284</td>
<td>427</td>
<td>416</td>
<td>49.8</td>
</tr>
<tr>
<td>90.283</td>
<td>1094</td>
<td>1060</td>
<td>61.8</td>
</tr>
<tr>
<td>91.036</td>
<td>1987</td>
<td>1930</td>
<td>73.3</td>
</tr>
<tr>
<td>91.283</td>
<td>2392</td>
<td>2321</td>
<td>81.9</td>
</tr>
<tr>
<td>91.536</td>
<td>2984</td>
<td>2918</td>
<td>106.3</td>
</tr>
<tr>
<td>92.286</td>
<td>785</td>
<td>768</td>
<td>39.8</td>
</tr>
<tr>
<td>93.284</td>
<td>587</td>
<td>575</td>
<td>54.2</td>
</tr>
<tr>
<td>94.284</td>
<td>280</td>
<td>270</td>
<td>35.0</td>
</tr>
<tr>
<td>95.042</td>
<td>95</td>
<td>93</td>
<td>16.3</td>
</tr>
<tr>
<td>total</td>
<td>10 872</td>
<td>10 587</td>
<td>572.8</td>
</tr>
</tbody>
</table>

*\( R \) The errors do not include an additional systematic uncertainty of 2.6% on the overall normalization.
[14]; the hard part is computed to second order in \(\alpha_s\); final state radiation as well as its interference with the initial state radiation is taken into account at lowest order. The QCD corrections to the quark partial widths are computed to second order in \(\alpha_s\) and amount to 4.0% (assuming \(\alpha_s = 0.12\)). A top quark mass of 130 GeV and a Higgs mass of 100 GeV were assumed.

Three fits were performed, starting with the least model dependent one and ending with the one most constrained by the standard model.

In the first fit \(\Gamma_Z, M_Z\) and the product of the partial widths \(\Gamma_e \Gamma_h\) were left free to vary, in order to determine the total width without constraint from the overall normalisation of the data. The value of \(R\) was fixed to 0.095, corresponding to the top-quark and Higgs masses assumed above. The fits gave the following results:

\[
\Gamma_Z = 2.511 \pm 0.065 \text{ GeV},
\]
\[
M_Z = 91.171 \pm 0.030 \text{ (stat.)} \pm 0.030 \text{ (beam) GeV},
\]
\[
\Gamma_e \Gamma_h = 0.148 \pm 0.006 \text{ (stat.)} \pm 0.004 \text{ (syst.) GeV}^2,
\]
\[
\chi^2/\text{DOF} = 4.0/6.
\]

The quality of the fit is good. The value of the Born cross section at the pole \(\sigma_0 = 12\pi \Gamma_e \Gamma_h / M_Z^2\Gamma_Z^2\) corresponding to the fitted values of \(\Gamma_Z, M_Z\) and \(\Gamma_e \Gamma_h\) is

\[
\sigma_0 = 41.6 \pm 0.7 \text{ (stat.)} \pm 1.1 \text{ (syst.) nb}.
\]

The systematic errors on \(\Gamma_e \Gamma_h\) and \(\sigma_0\) follow from the 2.6% systematic error on the overall normalisation. The correlation between \(\Gamma_Z\) and \(\sigma_0\) is illustrated in fig. 4 where the fitted values of both parameters are shown with their 68% and 99% confidence level contours.

When the fit above was repeated with \(R\) free, the values of \(\Gamma_Z, M_Z\) and \(\Gamma_e \Gamma_h\) remained essentially identical and \(R\) was found equal to \(-0.16 \pm 1.02\). Although this agrees with the expectations from the standard model, much higher statistics are needed for a conclusive test.

In the second fit \(\Gamma_e \Gamma_h\) is fixed to the value predicted by the standard model (viz. 0.146 GeV²). The results are

\[
\Gamma_Z = 2.494 \pm 0.020 \text{ (stat.)} \pm 0.039 \text{ (syst.) GeV},
\]
\[
M_Z = 91.170 \pm 0.030 \text{ (stat.)} \pm 0.030 \text{ (beam) GeV},
\]

\[
\chi^2/\text{DOF} = 4.0/7.
\]

The systematic error quoted for \(\sigma_0\) originates from the 2.6% overall normalisation uncertainty. Using the partial widths from the standard model [15], we obtain an invisible width of \(\Gamma_{\text{inv}} = 495 \pm 20 \text{ (stat.)} \pm 39 \text{ (syst.) MeV}\) and a corresponding number of light neutrino species of

\[
N_v = 2.97 \pm 0.12 \text{ (stat.)} \pm 0.23 \text{ (syst.)}.
\]

The error originating from the experimental uncertainty on the mass of the top quark and on the strong coupling constants amounts to less than 0.05 and has therefore been neglected. Combining the errors in quadrature, the fit excludes a fourth generation of massless neutrinos at a confidence level of 99.9%. A fourth neutrino with a mass smaller than 40 GeV is excluded at the 95% confidence level.

Finally a fit was performed where only \(M_Z\) and an overall normalisation factor \(K\) were left free to vary. All the other parameters were computed from the standard model assuming 3 massless neutrino generations. The results are

\[
M_Z = 91.171 \pm 0.030 \text{ (stat.)} \pm 0.030 \text{ (beam) GeV},
\]
 Fig. 5. Cross section for $e^+e^- \rightarrow \text{hadrons}$ as measured at ten different energies together with the two parameter fit ($M_Z$ and overall normalization). Also shown is the cross section as predicted by the standard model assuming two (dotted line) and four (dashed line) massless neutrino species.

\[ K = 1.005 \pm 0.013 , \]
\[ \chi^2/DOF = 4.0/7 \]

The quality of the fit shows that the standard model reproduces the data well. Fig. 5 displays the cross section measured at each energy together with the result of the last fit (full line). The cross sections predicted by the standard model for the same value of $M_Z$ but for two and four massless neutrino species are also shown. One clearly observes that the data greatly favour three light neutrino species (as indicated by the fitted value of $K$). Due to radiative corrections, the peak maximum is about 100 MeV above the mass value. Thus the cross section measured at 91.28 GeV can be considered as an experimental determination of the peak cross section, viz. $31.02 \pm 0.89 \text{ (stat.)} \pm 0.81 \text{ (syst.) nb}$, the systematic error originating in the overall normalization uncertainty.

Combining the results of the first fit with out measured ratio of the leptonic (flavour averaged) to hadronic widths $\Gamma_e/\Gamma_h = 0.0489 \pm 0.0023 [16]$, we determined the leptonic and hadronic partial widths to be:

\[ \Gamma_e = 85.1 \pm 2.9 \text{ MeV} , \quad \Gamma_h = 1741 \pm 61 \text{ MeV} \]
\[ \Gamma_{\text{inv}} = 515 \pm 54 \text{ MeV} , \quad \Gamma_h/\Gamma_e = 20.45 \pm 0.98 . \]

The errors include the systematic uncertainties taking into account all correlations. All values are in good agreement with the standard model. With the ratio $\Gamma_\nu/\Gamma_e$ predicted by the standard model we derive the number of light neutrino species to be

\[ N_\nu = 3.05 \pm 0.28 . \]

In this determination of $N_\nu$, the theoretical uncertainty, which originates mainly from the unknown top quark mass, is negligible.

All the fits above were repeated with a different formulation of the cross section [17] \(^2\). The last fit was also performed with a more complete computation [18]. No difference was observed.

7. Summary

On the basis of total samples of about 11 000 hadronic decays of the $Z$ boson and 17 000 Bhabha events, corresponding to an integrated luminosity of 573 nb\(^{-1}\) recorded from October until December 1989 with the DELPHI detector, we have measured the line-shape of the $Z$ boson at 10 different center-of-mass energies ranging from 88.28 to 95.04 GeV. The experimental line-shape has been compared to that predicted by the standard model. No disagreement was observed. Our results are also in agreement with other measurements [2].

The mass and the total width of the $Z$ resonance are found to be

\[ M_Z = 91.171 \pm 0.030 \text{ (stat.)} \pm 0.030 \text{ (beam) GeV} , \]
\[ \Gamma_Z = 2.511 \pm 0.065 \text{ GeV} . \]

The product of the electronic and hadronic partial widths and the corresponding unfolded cross section at the pole are

\[ \Gamma_e \Gamma_h = 0.148 \pm 0.006 \text{ (stat.)} \pm 0.004 \text{ (syst.) GeV}^2 , \]
\[ \sigma_0 = 41.6 \pm 0.7 \text{ (stat.)} \pm 1.1 \text{ (syst.) nb} . \]

The number of massless neutrino generations, assuming standard model couplings is

\[ N_\nu = 2.97 \pm 0.12 \text{ (stat.)} \pm 0.23 \text{ (syst.)} . \]

\(^2\) The computer program was provided by courtesy of G. Burgers.
The hypothesis of a fourth massive neutrino generation of less than 40 GeV is excluded with a confidence level of 95%.

From our measurement of $\Gamma_{e}\Gamma_{h}$ we derived the hadronic, leptonic and invisible widths:

\begin{align*}
\Gamma_{h} &= 1741 \pm 61 \text{ MeV}, \\
\Gamma_{\ell} &= 85.1 \pm 2.9 \text{ MeV}, \\
\frac{\Gamma_{h}}{\Gamma_{\ell}} &= 20.45 \pm 0.98, \\
\Gamma_{\text{inv}} &= 515 \pm 54 \text{ MeV}.
\end{align*}
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