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General introduction
Imagine yourself in a bar grasping an empty glass from a table and raising it in the air. To understand this action, it is relevant to study the mechanisms that mediate the grasping and raising movement, for instance how retinal patterns of photic stimulation can be translated into muscular patterns of torques. This explanatory framework is fundamental to account for the instrumental aspects of the movement, but a bartender observing the glass-raising action would sorely miss its point by considering only its sensorimotor features. Some actions, perhaps most human actions, are selected and comprehended by taking into account not only their mechanical consequences, but also their social implications. The challenge is to specify how the social constructs that disambiguate communicative actions are mechanistically integrated with sensorimotor processes. The goal is to generate a neurobiologically-grounded account of the computational mechanisms supporting our referential communicative abilities, a necessary step to understand the biological and cognitive bases of human sociality. This thesis is concerned with understanding our ability to select actions with the intent of altering another agent's mental state, as epitomized by the foresight that leads a customer to order a drink by raising his empty glass in front of a bartender.
Referential communication is a complex and anomalous instance of biological social interactions (Dawkins & Krebs, 1978; Owings & Morton, 1998). Referential communication is anomalous because it relies on context-dependent behaviors designed to influence the mental state of specific addressees, rather than on stable traits designed by natural selection to reliably influence bystanders (Danchin, Girardeau, Valone, & Wagner, 2004). Referential communication is complex because each of its behavioral vehicles can carry multiple meanings, and a given meaning can be conveyed by a variety of behaviors. A great deal of effort has been spent in understanding features and rules of the system most frequently used by humans for achieving referential communication, i.e. natural language (Chomsky, 1995; de Saussure, 1910-1911; Jackendoff, 2002). Although those efforts have undoubtedly improved our understanding of the cognitive structures intrinsic to the language faculty (Hauser, Chomsky, & Fitch, 2002), considerably less emphasis has been given to defining the cognitive processes that support the communicative use of language (Levinson, 2006; Schibbach et al., 2013; Wittgenstein, 1953/2001). This thesis steps into this gap by focusing on our ability to share the meaning of a novel symbol, independently from the conventions and additional complexities introduced by linguistic processing (de Ruiter et al., 2010; Galantucci & Garrod, 2011). Although it is often assumed that pre-existing symbols can be shared across interlocutors by simply coding and decoding them, using those symbols requires a computational mechanism powerful enough to mutually negotiate them across communicators (Levinson, 2006). Studying the generation of novel shared symbols provides a privileged window into this mechanism: given that novel symbols lack a pre-existing shared representation, jointly establishing their meaning relies on converging on a common ground of knowledge and beliefs across communicators, even more so than the meaning of already known words and gestures. As elaborated in the next section, existing accounts cannot explain the exceptional flexibility of human referential communication (when compared to other forms of animal communication), which may underlie our ability to share meanings and create language in the first place (Levinson, 2006). This thesis elaborates on the neural mechanisms supporting this human faculty, addressing the question of how communicators can design and interpret communicative acts. Starting from the premise that the generation of shared symbols depends on inferred knowledge and beliefs of a communicative partner, i.e. conceptual knowledge that accumulates and is sharpened in our minds as we interact, I reason that these mechanisms should be shared by the interlocutors of the communicative exchange and involve conceptual predictions based on a dynamic conversational context.

Existing accounts of human communication

In the late 40s, communication was formalized by Claude Shannon as an instance of signal transmission (Shannon, 1948). In Shannon’s framework, agents can communicate as long as they have the same set of pre-defined coding-decoding rules. However, that framework does not explain how agents can negotiate those rules. Natural selection can drive organisms towards shared coding-decoding rules across multiple generations (Danchin, et al., 2004), but this account does not explain how humans can rapidly disambiguate situations lacking pre-defined coding-decoding rules. This is not an exceptional situation. In fact, we achieve this feat during most daily conversations, when learning a language as infants, or when communicating with others in the absence of a common idiom (Levinson, 2006; Noordzij et al., 2010). Even common words do not contain fixed meanings - they may provide us with clues on a communicative meaning – but are coordinated through an interactive process by which people in dialogue seek and provide evidence that they understand one another (Brennan, Galati, & Kuhlen, 2010). For instance, when a customer asks a bartender “Could you prepare a Margarita?”, the bartender is not likely to pause wondering why the customer is questioning his skills, and the customer would not be puzzled by a logically un-related answer like “Happy Hour starts in five minutes”.

Studies on natural dialogue and recent reports in controlled experimental situations (de Ruiter, et al., 2010; Galantucci, 2005; Scott-Phillips, Kirby, & Ritchie, 2009) have shown that humans quickly develop new semiotic conventions when they need to. However, it remains to be explained how those new semiotic conventions can be generated in the absence of a priori common code. Computer simulations, using reinforcement-learning algorithms, have shown that communication systems can arise without the presence of common knowledge (Barr, 2004; Kirby & Hurford, 2002; Puglisi, Baronchelli, & Loreto, 2008; Steels, 2003). For instance, two computer agents can share novel symbols by virtue of guesses and explicit performance feedback (Steels, 2003). However, establishing these arbitrary signal-meaning mappings required many thousands of pair-wise interactions. Accordingly, general-purpose learning algorithms like temporal difference (Behrens, Hunt, & Rushworth, 2009) or Hebbian learning (Keysers & Perrett, 2004) do not seem suitable to explain the human ability to quickly grasp a meaning or to design an action that can be understood from scratch (de Ruiter, et al., 2010) since those learning algorithms require many trials to converge on statistically relevant features. Other scholars have suggested that human referential communication relies on cognitive modules that are involved only when communication requires it, e.g. when having to “repair” a misunderstanding (Horton & Keysar, 1996; Keysar &
Accordingly, the generation of shared symbols requires a mechanism that allows us to rapidly converge on a shared meaning, constraining a potentially infinite cognitive search space of mappings between symbols and representations. I suggest that this mechanism should be shared by interlocutors of the communicative exchange and, in order to alter an interlocutor's mental state in a predictable manner, should involve predictions based on presumed knowledge and beliefs of that specific interlocutor, conceptual knowledge that needs to be continuously updated and sharpened according to the shared history of the interaction. This account is closely linked to accounts of human social abilities based on the theory-of-mind framework (Frith & Frith, 2006; Premack & Woodruff, 1978). In this framework, the assumption is that behavior is the observable product of mental states, and making inferences about these mental states (“mentalizing” (Grezes, Frith, & Passingham, 2004)) requires knowledge of their content and relationship with behavioral responses (Nichols & Stich, 2003). This conceptually-based account of our mentalizing abilities has been linked with cerebral structures that are distinct from the sensorimotor system, and include the superior temporal sulcus, the temporo-parietal junction, the temporal poles, and the medial prefrontal cortex (Amadio & Frith, 2006; Frith & Frith, 1999, 2006; Grezes, et al., 2004; Walter et al., 2004). Unfortunately, the majority of imaging studies that aimed to probe this theory-of-mind network have been conducted in non-interactive settings. In those settings, participants read or view story scenarios that trigger reasoning about the mental state of story characters (Saxe, Xiao, Kovacs, Perrett, & Kanwisher, 2004). To date, the exact roles and contributions of the distinct brain regions making up the theory-of-mind network remain unknown. Furthermore, the theory-of-mind framework is theoretically heterogeneous (Carruthers, 1996; Leslie, Friedman, & German, 2004; Nichols & Stich, 2003) and it remains to be seen whether and how theory-of-mind mechanisms play a role in genuine social interaction (Schilbach, et al., 2013).

**Novel shared symbols as a privileged window into communicative interactions**

The central tenet of this thesis is that the study of novel shared symbols provides a privileged view into the mechanisms of human communication, capturing the joint construction of meaning across interacting agents, contingent on the interaction dynamics, rather than on stereotypical stimulus-response mappings (Hasson, Ghazanfar, Galantucci, Garrod, & Keysers, 2012; Rizzolatti & Craighero, 2004). Unveiling the fundamental properties of human referential communication requires experimental procedures that capture these principles of human interaction, rather than surface features (e.g. conventional linguistic representations). One way to address this issue is to generate experimental situations in which people need to communicate independently from the speech and gestures that are often used as behavioral vehicles for those mental representations. Novel symbols, like new words and gestures, are arbitrary tokens that may represent and be used to convey ideas and beliefs while their meaning becomes shared between interlocutors. Studying how people generate shared novel symbols (technically known as ‘experimental semiotics’, (Galantucci & Garrod, 2011)) therefore may provide a window into the mechanisms supporting the human competence to rapidly generate and understand communicative actions.

An experimental platform suitable for studying human communicative interaction requires that it is simple enough to be abstracted in computational models and neurophysiological experiments. Yet, it needs to be sufficiently flexible to capture non-trivial aspects of human communication. Several human communicative games have been developed and studied (Camerer, 2003; Feiler & Camerer, 2010; Galantucci, 2005; Scott-Phillips, et al., 2009; Selten & Warglien, 2007), with the ‘Tacit Communication Game’ (de Ruiter, et al., 2010) being one of the few that has been studied from both a computational and neuroscientific perspective. In this communication game, interlocutors do not have access to pre-existing conventions (e.g. a common language, body emblems, facial expressions) that may provide clues on the meaning of a symbol. The only available communicative vehicle consists of geometric shape movements, controlled by and visible to both players on a game board. This
novel medium enforces the participant pairs to mutually (re-)negotiate novel symbols over the course of the task, effectively creating a new communication system. Consequently, the same symbol can be used by different communicative pairs to negotiate different meanings. The same symbol can even be used to convey different meanings by the same pair at different points in time, and vice versa (for examples see movies in (Stolk et al., 2013)). These behavioral observations emphasize how, in this task, a symbol acquires meaning by virtue of the history of the communicative interactions within a given pair, rather than by virtue of its sensory attributes.

The goal of the communication game is for pairs of participants - as a Communicator and an Addressee - to jointly re-create a spatial configuration of two geometric shapes shown only to the Communicator (see the thought cloud in Figure A of BOX 1, and epoch 2 in Figure B). This requires the Communicator to use the movements of his shape (in blue, epoch 3 in Figure B, BOX 1) to indicate to the Addressee how she should configure her shape (in orange). There are no a priori correct solutions to this communicative task, nor a limited set of options from which the Communicator can choose. The Addressee cannot solve the communicative task by reproducing the movements of the Communicator's shape. Rather, she needs to disambiguate communicative and instrumental components of the Communicator's movements, and find some relationship between the shape movements, i.e. the symbol, and their meaning. Success in this game thus relies on the Communicator designing a symbol that can be understood by the Addressee, and on the Addressee inferring the Communicator's intentions. Participants turn out to be remarkably successful communicators under these constrained conditions (de Ruiter, et al., 2010). Given that they do not have access to pre-existing conventions, the participant pairs need to take into account the presumed beliefs and knowledge of their interlocutors when selecting and interpreting novel symbols as Communicators and Addressees respectively. Manipulation of the task structure shows that game performance (i.e. number of spatial configurations successfully re-created by the two players) improves when Communicators are able to see the Addressees’ behaviors (epoch 5 in Figure B), suggesting that they take into account how Addressees interpreted their messages (de Ruiter, et al., 2010). This interpretation is reinforced by another study (Blokpoel et al., 2012) showing that changes in the Communicators' movement characteristics after a misinterpretation of the Addressees are dependent on the type of error made by the Addressee. If an Addressee had placed her shape in an incorrect location, but with correct orientation, the Communicator tended to pause relatively longer on the Addressee's goal location. Such change in behavior is intended to indicate that a long pause should be interpreted as being dissociated from the rest of the movement, making it in effect less ambiguous for the Addressee which of the locations on the board was marked by the Communicator as the Addressee's goal location.

In sum, the communication game induces the generation of symbols that pertain to the inferred knowledge of the communicative partner. Within this task, communicative difficulty is easy to manipulate, using different combinations of shapes (for examples see (Blokpoel, et al., 2012)). Furthermore, it allows manipulating common ground knowledge across communicators, by having pairs encounter problems for which they previously had jointly established a solution. In this thesis, I discuss empirical findings obtained in the context of this interactive task that throw light on the fundamental properties of human referential communication.
The Tacit Communication Game involves two players, a Communicator and an Addressee (left and right person respectively in the scenario depicted in Figure A), controlling geometric shape movements on a game board. Their joint task is to re-create a spatial goal configuration of two geometric shapes. The crucial manipulation is that this target information is known to one of the players only - the Communicator - who then needs to convince the other player - the Addressee - to move her shape (in orange) to the desired target location and orientation. The game is tacit: the two players interact only through the visual consequences of their movements on the game board. The Communicator can thus only convey a message to the Addressee by moving his shape (in blue) knowing that she will observe those movements to decide where and how to move her shape. For experimental purposes, the game setup is computer-programmed and presented individually on two separate monitors (Figure B). The players control their shape movements (horizontal and vertical translations, and 90 degree clockwise rotations) using hand-held controllers. At onset of each digitalized ‘trial’ a shape is assigned to each player (event 1 in the same figure), followed by presentation of the goal configuration to the Communicator (event 2). During this event, he can plan as long as needed, but he has only five seconds to execute his movements in the next. After pressing a start button, the Communicator’s shape will appear in the center of the grid. He now can execute his actions, visible to the Addressee who needs to infer the Communicator’s intentions from his movements (event 3). For instance, by first going to her target location, ostensibly ‘pause’ to indicate the relevance of that location (number 1 action), and then ‘wiggle’ to indicate her shape’s orientation (number 2 action), and then completing his own target configuration (number 3 action). After this event, the Addressee can plan (event 4) and execute her actions (event 5) in order to complete their joint goal configuration. Finally, the same feedback on their task performance is presented to both players in the form of a green tick or a red cross (event 6). Please note that this is only one among a series of possible solutions. For instance, some participants converge on using the number of subsequent ‘wiggles’ to mark the number of clockwise rotations that the Addressee needs to make to achieve the target orientation of her shape, while others do not use the ‘wiggle’ but leave the triangle location along the direction to which the triangle needs to point.

Outline of the thesis

This thesis is concerned with understanding our remarkable ability to select actions with the intent of altering another agent’s mental state, as epitomized by the foresight that leads a customer to order a drink by raising his empty glass in front of a bartender. This thesis contributes to understanding human communicative abilities by focusing on the generation of novel shared symbols. Novel symbols, like words and gestures, are used to convey ideas and beliefs, and their meaning emerges as those symbols become shared across interlocutors. Here, I present an outline of the studies described in detail in the following chapters.

Studying social neural dynamics comes with hard methodological challenges. First, it is necessary to appropriately capture the social dynamics. That means having an experimental platform that combines experimental control with sensitivity to the multidimensional and time-varying features of interpersonal interactions (BOX 1). Second, it is necessary to appropriately capture the neural dynamics. Magnetoencephalography (MEG) offers the possibility to do that, non-invasively, in humans (BOX 2). However, MEG is also exquisitely sensitive to variations in the position of the head of participants engaged in communicative interactions over multiple experimental sessions. Chapter 2.1 describes a set of tools that I have created to overcome those methodological issues, a necessary step for being able to capture functionally specific neuronal markers of human communicative interactions.

In this thesis, human communication is considered a joint construct of interacting agents, contingent on the interaction dynamics. Meanings are continuously negotiated during most daily conversations, when learning a language as infants, or when communicating with others in the absence of a common idiom. Even common words do not contain fixed meanings - they may provide us with clues on a communicative meaning - but are coordinated through an interactive process by which people in dialogue seek and provide evidence that they understand one another. Chapter 3 captures the social neural dynamics of the mechanisms supporting our referential communicative abilities, as operationalized with the communication game outlined in BOX 1. In chapter 3.1, I use MEG to assess spectral, temporal, and spatial characteristics of neural activity evoked when people generate and understand novel shared symbols during live communicative interactions. By directly contrasting those phenomena with a control interaction involving no communicative necessities, I test the prediction that both production and comprehension of novel communicative actions rely on shared neural patterns associated with flexible conceptual knowledge. In chapter 3.2 I qualify the
characteristics of this flexible conceptual knowledge, showing that it relates to inferred knowledge and beliefs shared across interlocutors. I simultaneously record fMRI (BOX 2) in two interacting participants engaged in building a pair-specific conversational context during the communicative exchange. I use an experimental manipulation of common ground dynamics to isolate patterns of cerebral activity shared across interlocutors. I isolate cerebral signals with stronger coherence across communicating pairs than across participants engaged in performance of the same task, but without a shared common ground dynamics. This section shows that updating of communicative ground relies on inferential mechanisms shared across communicators, contingent on the ongoing interaction.

The studies in chapter 3, as well as many others dealing with understanding of another agent’s intentions, have highlighted several key cortical regions, such as the right posterior superior temporal sulcus (pSTS) and the ventromedial prefrontal cortex (vmPFC). Chapter 4 qualifies the contributions of those regions to human communicative abilities by interfering with their neural activity. In chapter 4.1 I disturb neural activity in right pSTS to test whether this region is necessary for understanding the meaning of novel communicative actions. Specificity of TMS intervention (BOX 2) is ensured by controlling for the communicative relevance of the stimuli and for the cerebral location of the intervention. In chapter 4.2, I exploit an unfortunate experiment of nature and test whether a lesion in the vmPFC impairs patients’ ability to adapt their referential communicative behavior to the presumed age, or cognitive level, of their interlocutor. Specificity of the effects of brain damage is ensured by lesion-symptom mapping and by comparing communicative behaviors evoked by vmPFC patients with behaviors evoked in lesion- and healthy-control subjects.

Lastly, chapter 6 provides an integrated view of the mechanisms supporting our communicative abilities, in the light of the novel findings described in this thesis. It provides a general outlook on how this view influences our understanding of the ability to select actions with the intent of altering another agent’s mental state and proposes possible directions of future research.
in combination with variable magnetic gradient fields perpendicular to the static magnetic field. In magnetic resonance imaging (MRI), a strong static magnetic field is used to bias the motion of the nuclear spins. Functional magnetic resonance imaging (fMRI) measures changes in local blood oxygenation which is typically used to study the activation of different brain regions. The changes in blood oxygenation are recorded using specialized sensors that detect the magnetic fields produced by the moving magnetic dipoles of deoxyhemoglobin and oxyhemoglobin. These fields are measured with high spatial and temporal resolution, allowing for the localization of brain activity with high precision.

Studying social neural dynamics with MEG requires additional experimental and analytical tools. The subject’s head, and thereby the neuronal sources in the brain generating the neuromagnetic fields, can move relative to the MEG sensors. Head movement, and consequentially different head positions, has detrimental effects on the statistical sensitivity of MEG data (see Appendix B of chapter 3.1). Given the need for recording the communicative and control interactions over two sessions as each interactive task requires different instructions and practice sessions, I developed an online experimental procedure that allows for optimal repositioning of subjects’ heads between sessions, promoting inter-session consistency in head location (procedure described in chapter 2.1). Following, an absolute index of neural activity could be computed (chapter 3.1), i.e. source-reconstructed time-resolved estimates of signal frequency power, using adaptive spatial filtering of neural activity recorded at the MEG sensors. This index is appropriate for isolating state-dependent effects that are not exclusively bound to the occurrence of task events, as one could expect with neural correlates of communicative signals whose meanings depend on the communicative context.

**Convergent tools to investigate the neural mechanisms supporting communicative interactions**

**Magnetencephalography (MEG)**

This technique measures the magnetic fields arising from electrophysiological activity in the brain. These magnetic fields are very small – approximately one millionth of the earth’s magnetic field – and require superconductive magnetic field sensors (‘SQUIDS’) and a magnetically shielded room in order to be measured. In contrast to single-cell recordings which measure predominantly the neuronal output of a neuron (i.e. an ‘action potential’, ~1 ms), MEG measures local field potentials generated by many neurons. These potentials are mainly determined by gradual fluctuations in neuron membrane potentials, relatively sluggish compared to the action potentials, caused by the input received from many other neurons (see Appendix B of chapter 3.1 for more details). If a large enough assembly of neurons with dendrites is sufficiently aligned, as it is often the case for large pyramidal neurons in the human brain cortex, many simultaneous inputs to that assembly will spatially and temporally add to each other. This integrated signal may lead to an extracellular current strong enough to be measured outside the head. In combination with its high temporal resolution - at the rate of 1 millisecond - the instantaneous detectability of these neurophysiologic processes provides MEG with high temporal precision. Furthermore, MEG signals have spectro-temporal characteristics (i.e. frequency, amplitude, and phase of a cortical rhythm) that reflect different physiological mechanisms and cognitive functions (see Appendix B of chapter 3.1). In this thesis I have exploited this property of MEG to implement a stringent test of the hypothesized computational overlap between selection and comprehension of a communicative action (chapter 3.1).

**Transcranial magnetic stimulation (TMS)**

This technique uses electromagnetic induction, thereby overcoming the electrical insulation of the skull, to evoke low-intensity electrical currents targeted to the surface of the cortex. During TMS, a very rapidly changing electric pulse is passed through a conductive coil held above the head. This changing current generates a pulsed magnetic field - following Faraday’s law - that penetrates the scalp and skull reaching the neural tissue of the cerebral cortex underneath. Depending on conditions like current direction and orientation, stimulus strength, pulse shape, and importantly, the neural state at the moment of stimulation, the electromagnetically induced electric current can excite neurons, triggering action potentials, but also modulate neuronal excitability inducing facilitated or inhibited states. Interestingly, these modulatory effects can even outlast the time of stimulation when a repetitive stimulation protocol is used. For example, repetitive stimulation at 1 Hz for about 20 minutes has shown to reduce metabolic activity and cortical excitability within the stimulated area by 5-30% for up to 30 minutes.

**Functional magnetic resonance imaging (fMRI)**

In magnetic resonance imaging (MRI), a strong static magnetic field is used to bias the alignment of the magnetic dipoles of hydrogen atoms in the body. Radio-frequency pulses, in combination with variable magnetic gradient fields perpendicular to the static magnetic field, selectively excite particular body areas (in our case the head) by temporarily flipping the magnetization spin axis of the local hydrogen atoms out of alignment with the static magnetic field. The precessing nuclei induce a voltage in a receiver coil placed around the body region of interest. This technique allows for constructing structural images of the brain with different tissue types in the brain (e.g. grey and white matter, cerebral spinal fluid, skull, and fat) and functional images of MEG sensors. This index is appropriate for isolating state-dependent effects that are not exclusively bound to the occurrence of task events, as one could expect with neural correlates of communicative signals whose meanings depend on the communicative context.
The transient perturbation of a brain region allows for testing of the necessity of that region for a particular function (e.g. the role of posterior superior temporal sulcus in understanding communicative actions, chapter 4.1). This technique thereby allows moving beyond associations of brain activity with behavior, correlational evidence that cannot rule out epiphenomena. Advantages of an offline repetitive stimulation protocol, as I have applied, as compared to an online protocol in which disruptive stimulation takes place during task performance, are that a temporally stable and task-independent modulation of local cortical processing efficiency can be induced and that non-specific distracting effects of the auditory and somatosensory sensation can be avoided.
Analytical tools for studying social neural dynamics
Online and offline tools for head movement compensation in MEG

Stolk A, Todorovic A, Schoffelen JM, Oostenveld R

Abstract
Magnetoencephalography (MEG) is measured above the head, which makes it sensitive to variations of the head position with respect to the sensors. Head movements blur the topography of the neuronal sources of the MEG signal, increase localization errors, and reduce statistical sensitivity. Here we describe two novel and readily applicable methods that compensate for the detrimental effects of head motion on the statistical sensitivity of MEG experiments. First, we introduce an online procedure that continuously monitors head position. Second, we describe an offline analysis method that takes into account the head position time-series. We quantify the performance of these methods in the context of three different experimental settings, involving somatosensory, visual and auditory stimuli, assessing both individual and group-level statistics. The online head localization procedure allowed for optimal repositioning of the subjects over multiple sessions, resulting in a 28% reduction of the variance in dipole position and an improvement of up to 15% in statistical sensitivity. Offline incorporation of the head position time-series into the general linear model resulted in improvements of group-level statistical sensitivity between 15% and 29%. These tools can substantially reduce the influence of head movement within and between sessions, increasing the sensitivity of many cognitive neuroscience experiments.

Introduction
MEG measurements are performed with superconductive magnetic field sensors that are mounted inside a helmet-shaped dewar. The subject’s head is positioned under the dewar as close as possible to the sensors, but in most MEG experiment settings the subject’s head is not fixated. The consequence is that the subject’s head, and thereby the neuronal sources in the brain generating the neuromagnetic fields, can move relative to the MEG sensors. To minimize the detrimental effects of head movements on the data, subjects are typically instructed by the experimenter to maintain the same posture and lay or sit still throughout the recording, which can take a considerable amount of time.

Head movement during recording causes topographical blurring of the measurements at the sensor level and thereby introduces source localization errors (Medvedovsky, Taulu, Bikmullina, & Paetau, 2007; Uutela, Taulu, & Hamalainen, 2001). Also, the mixture of different head positions over time adds variance to the data that is not accounted for by the experimental manipulation, thus potentially deteriorating statistical sensitivity. Studies that involve subjects who have difficulty remaining still (Gaetz, Otsubo, & Pang, 2008; Wehner, Hamalainen, Mody, & Ahlfors, 2008) or studies that involve recordings of the same subject in multiple sessions (potentially over multiple days) (Nieuwenhuis, Takashima, Oostenveld, Fernandez, & Jensen, 2008), face a related problem. A difference in the head position causes not only the MEG sensor level topographies to be inconsistent between the sessions, but may also lead to differences in the signal-to-noise ratio between sessions, due to the weaker signal that is picked up from a source when it is further away. Without accurate repositioning over sessions, the comparison or the combination of data from separately recorded sessions suffers from the increased between-sessions variance.

Ideally, one would allow the MEG subjects to move freely and correct the sensor level data for the movements. In EEG recordings, head movements are in principle not problematic because the electrodes move along with the head. For fMRI it is possible to compensate for movements during the acquisition by instantaneous adjustments of the gradients (Maclaren, Herbst, Speck, & Zaitsev, 2012; Thesen, Heid, Mueller, & Schad, 2000). Future advances with optically pumped magnetometers (Kominis, Kornack, Allred, & Romalis, 2003; Sander et al., 2012) may result in a cap-style MEG sensor array that can move along with the head. At present, MEG recordings have to be performed with a spatially fixed sensor array, relative to which the head can move. Offline compensation methods are available to correct the raw sensor level data (Knosche, 2002;
Online and offline tools for head movement compensation in MEG

Numminen, Ahlfors, Ilmoniemi, Montonen, & Nenonen, 1995; Taulu, Simola, & Kajola, 2005; Uutela, et al., 2001), which attempt to approximate the MEG data that would have been recorded, had the head been on a fixed position relative to the sensors. The compensation techniques rely on model assumptions, such as stationarity of the signal-to-noise ratio and the field distributions. However, after correction the MEG data does not correspond ideally with the desired data due to the imperfection of the assumptions and the difficulty for the user selecting the optimal algorithm parameters.

Preferably, head position differences and movements are avoided in the first place, e.g. by fixating the subject’s head using a subject specific nylon or silicon head-cast (Gareth Barnes, personal communication). Bite-bars have been employed in MEG for the purpose of accurate co-registration with MRI (Adjamian et al., 2004; Singh, Holliday, Furlong, & Harding, 1997) but have not been used to fixate the head relative to the MEG sensors. For magnetic resonance imaging bite-bars have sporadically been used to reduce head movements (e.g. (Heim, Amunts, Mohlberg, Wilms, & Friederici, 2006)). However, a limiting factor in the applicability of a bite-bar in MEG recordings is increased muscle tension in the jaw muscles and the associated increase in noise.

Besides implementing strategies to avoid head movements, methodological advances in the past decade have been proposed to compensate for the effects of head movements in offline data analysis. For this purpose, most MEG systems are able to continuously localize the position of the head relative to the dewar (de Munck, Verbunt, Van't Ent, & Van Dijk, 2001; Uutela, et al., 2001; Wilson, 2004). Yet, the majority of published MEG studies to date do not incorporate this knowledge about head movements in the analysis pipelines. The present study explores the potential of using continuous head location monitoring for online and offline head movement compensation with a focus on the consequences of head movements on statistical sensitivity. Without downplaying the relevance of obtaining crisp MEG sensor-level topographies and accurate source localizations, most cognitive research questions are addressed using an experimental manipulation to statistically test a hypothesis. Consequently, the effects of head movements have impact on the usability and sensitivity of MEG in the study of cognition.

The remainder of the introduction is structured as follows: We will first provide a common methodological framework that describes the problem of variability in head position. Subsequently, we will present each of the existing methods suggested in the literature in this common framework and explain their opportunities and limitations. Finally, we will introduce our methodological contributions and how we will assess their potential for improving statistical sensitivity.

For a given source $S$ with location $r$ and time sample $t$, the data $X$ at MEG sensors can be represented as the magnetic field of that source projected through lead field $L$ (i.e. the physical forward model of the field distribution):

$$X(t) = L(r) \cdot S(r, t) + N(t)$$

where $N$ is measurement noise. The dimensions of matrix $X$ and $N$ are channels by time samples, the dimensions of matrix $L$ are channels by number of source components (e.g. three orientations for a free-orientation dipole), and the dimensions of matrix $S$ are number of source components by time samples. Rather than expressing the position of the head relative to the sensors, we consider the position of the MEG sensors relative to the head and the location $r$ of the source is also expressed relative to the head. If we now consider that the MEG sensors move relatively to the head, the data can be described as

$$X(t) = L(r_s, r_h) \cdot S(r_s, t) + N(t)$$

where $r_s$ is the source location and $r_h$ is the helmet location, i.e. the position of the helmet-shaped sensor array relative to the head. When $r_s$ is constant over time samples $t$, such as after head movements within a recording session or after the concatenation of separate sessions, this will introduce variability over time of $L$ and thereby of the signal in data $X$. In terms of MEG experiments involving repeated trials of an evoked or induced brain response, different head positions will cause trial-by-trial variance that is not accounted for by the description of the experimental manipulation. Consequently, this leads to blurred topographies, increased localization errors, and reduced statistical sensitivity.

The existing offline approaches that try to compensate for head movements can broadly be divided into two categories. One category accounts for head position differences and movements at the sensor level and the other category at the source level. The sensor level correction is based on the interpolation/extrapolation, or realignment, of the magnetic field distribution measured by the sensor array to a magnetic field distribution that would have been measured had the sensors been at the desired location. This interpolation can be achieved by an inverse modeling step, based on a distributed source model and using the original sensor positions, followed by a forward modeling step, where the reconstructed source activation is projected to a new set of sensor positions (Knosche, 2002; Numminen, et al., 1995) (see Eq. (7)). Typically, the
inverse model involves a regularized minimum norm estimate, using a large number of dipoles that are placed near the surface of the brain compartment. Another approach is signal space separation (SSS), which allows for a sensor level interpolation that is based on modeling the magnetic field distribution using a set of spherical harmonic functions (Medvedovsky, et al., 2007; Taulu, et al., 2005). The model can subsequently be used to estimate the magnetic field distribution at the desired sensor positions. This technique is implemented in the 'MaxFilter' software (Elekta Neuromag Oy, Helsinki, Finland).

Alternatively, head position information can be incorporated into the source reconstruction procedure. Source reconstruction involves the construction of an inverse linear operator, that can be thought of as a (pseudo-) inverse of the lead field, \( L^+ \) (Dale & Sereno, 1993). Typically, the lead field matrix and its inverse are considered to be time-invariant, assuming a fixed position of the neuronal source model with respect to the sensors. Variability of the positions of the MEG sensors relative to the head can be taken into account by adjusting the lead field gains that relate the source amplitudes to the field distribution (Uutela, et al., 2001). Correspondingly, the estimated source activity \( \hat{S} \) can be expressed as:

\[
\hat{S}(r_s, t) = L^+(r_s; r_h) \cdot X(t)
\]  

(3)

where \( r_s \) reflects the position of the MEG sensors relative to the head. The lead field matrix can be adjusted on a trial-by-trial basis, i.e. by using a separate lead field for each trial/repetition \( k \) corresponding to the head position during that trial, and by averaging afterwards:

\[
\hat{S}_{\text{avg}}(r_s, t) = \frac{1}{K} \sum_{k=1}^{K} L^+(r_s; r_{h,k}) \cdot X_k(t)
\]  

(4)

Alternatively, information about the head positions during the recording is first averaged over repetitions and then represented in a spatially blurred version of the lead field:

\[
L_{\text{avg}} = \frac{1}{K} \sum_{k=1}^{K} L_k(r_s; r_{h,k})
\]  

(5)

Inversion of this trial-averaged lead field, in combination with the trial-averaged data, leads to the forward calculation corrected estimate:

\[
\hat{S}_{\text{avg}}(r_s, t) = L_{\text{avg}}^+ \cdot \frac{1}{K} \sum_{k=1}^{K} X_k(t)
\]  

(6)

The implementation according to Eq. (6) has been shown to be significantly less noise-sensitive than Eq. (4) (Uutela, et al., 2001) because the inverse operator is typically obtained using a regularization of the lead field \( L \) with an estimate of the noise covariance, which can be more robustly estimated across multiple trials compared to on a single trial level (see also (Dale & Sereno, 1993)).

Note that when estimation of the source amplitude is followed by a forward modeling step towards a new set of sensor positions \( r_0 \), the realigned magnetic field distribution \( X_0 \) as described above (Knosche, 2002; Numminen, et al., 1995) can be obtained:

\[
X_0(t) = L(r_0; r_h) \cdot \hat{S}(r_s, t)
\]

(7)

where \( X_0 \) can be either estimated per trial using \( \hat{S}_k \) or for the average using \( \hat{S}_{\text{avg}} \). The SSS-based MaxFilter method (Taulu, et al., 2005) is conceptually comparable to this, except that it uses lead fields based on a harmonic expansion of the magnetic field in the volume of the sensor array rather than lead fields based on a neurophysiologically inspired dipole source model.

The methods described above can only approximate (i.e. inter-/extrapolate) the data that would have been measured if there had been no head movements, to the level that the assumptions of those methods (e.g. field distributions and stationarity of the signal-to-noise) are met. Furthermore, these methods are all relatively complicated modeling approaches that need detailed additional information and choices to be made, such as geometric information with respect to the source and volume conduction model when using an inverse/forward modeling approach, the selection of cut-off values in the regularization of the lead field inversion (Hamalainen & Ilmoniemi, 1994), or the number of expansion coefficients when using spherical harmonic functions (Nurminen, Taulu, & Okada, 2008; Taulu, et al., 2005). As a consequence, these methods are not guaranteed to work robustly in a wide variety of experimental situations.

Here we introduce and quantify the performance of head movement compensation techniques that are not based on sensor interpolation or lead field adjustments. Crucially, we demonstrate that the proposed tools can be
readily applied to a wide range of tasks and experiments. First, we test a real-time head localizer that provides continuous visual feedback about the subject’s current head position; both to the experimenter and to the subject (see section 2.5 and 2.7). This allows for accurate online repositioning of the head between separate recordings, reducing the between-sessions variance. Second, we use general linear modeling (GLM; see section 2.8) to remove head movement related trial-by-trial variance from the data (Worsley & Friston, 1995), both at the sensor- and source level. By incorporating time-varying head position in the data analysis, the GLM allows to reduce the effect of movements.

We study the application of these two techniques in MEG experiments with various tasks covering different sensory modalities. We assess the consequences to the variance in the position of a dipole fitted to somatosensory evoked fields (Haegens, Oisova, Oostenveld, & Jensen, 2010; Litvak et al., 2007; Medvedovsky, et al., 2007) and to the t-statistics of source-reconstructed (‘beamformed’) visually induced gamma-band activity (Hoogenboom, Schoffelen, Oostenveld, Parkes, & Fries, 2006) and (‘minimum-norm estimated’) auditory evoked fields (Todorovic, van Ede, Maris, & de Lange, 2011). For validation, we test the performance of the offline GLM method on data from three large MEG group studies.

**Methods**

The data for this study comprises two parts. For the first part we use MEG recordings to investigate the performance for single subject data. These recordings were performed specifically to test the online head repositioning method and as a proof of principle for the offline GLM method. For the second part we address the performance of the offline GLM method for group analysis, using MEG data from three previously performed group MEG studies.

**Subjects**

For the single subject analyses, two subjects, MN; male, aged 29, LB; female, aged 25, took part in this study. They had no history of psychiatric or neurological problems and had normal (LB) or corrected-to-normal (MN) vision. Both subjects gave informed consent according to institutional guidelines of the local ethics committee (CMO Arnhem-Nijmegen, The Netherlands).

For the group analyses, we used MEG datasets obtained from studies performed by colleagues and that contained similar experimental stimuli as those used in the single subject recordings. The first dataset (N = 16) originated from a group study on somatosensory spatial attention (Haegens, Luther, & Jensen, 2012). The second dataset (N = 32) was taken from a study investigating the genetic determination of visually induced gamma-band peak frequency (van Pelt, Boomsma, & Fries, 2012). A study on neuronal suppression in auditory cortex (Todorovic & de Lange, 2012) provided us with the third dataset (N = 20).

**Experimental design and procedures**

We here first describe the single subject experimental paradigm. To test whether repositioning of the subject’s head using a real-time head localizer (see section 2.5) improves the consistency and statistical sensitivity of the data, we recorded and analyzed two pairs of measurements (see Figure 1), totaling four experimental recording sessions labeled A, B, C and D. Each session was started by positioning the subject in the MEG scanner. At the beginning of session A the subject was placed comfortably in the scanner. At the beginning of session B the subject was repositioned to session A. At the beginning of session C the subject was not repositioned, but again placed comfortably in the scanner. At the beginning of session D the subject was repositioned to session B. One measurement pair comprises data recorded in sessions B and D (‘dataset BD’; with repositioning), another that of sessions A and C (‘dataset AC’; without repositioning). We evaluated the consistencies in task-specific effects evoked during three tasks each involving a different sensory modality (see section 2.3). The specific tasks were selected for their wide coverage and relevance in recent cognitive research questions and serve to demonstrate the applicability of the investigated techniques to a wide range of tasks and experiments.

Subjects visited the laboratory on two separate days, taking part in four sessions in total (see Figure 1). Each session involved the three tasks explained below (see section 2.3). The first two sessions (sessions A and B) were recorded on day I, the other sessions (sessions C and D) were recorded at a similar time on day II (Figure 1). By recording the sessions on two separate days, we reduce the differences in evoked and induced responses due to fatigue and other time-specific effects. Subject MN re-visited the lab two weeks after the first session and subject LB re-visited the lab on the subsequent day. Within each session the subjects were instructed to maintain the same head posture during the three consecutive tasks. This instruction was identical to the normal procedures in our MEG lab. The subjects were not informed about the purpose of the study regarding the head movements, but were debriefed following the last session. To keep the subjects naive with respect to the reason of leaving the scanner prior to session B on day I and D on day II, they were instructed to perform a
reading test outside the scanner in which they had to pronounce 50 English words as quickly as possible (~1 min, MN; 59 and 49 s, LB; 64 and 54 s).

The group MEG studies each involved a specifically designed experimental paradigm addressing the respective cognitive research question. Detailed descriptions of the experimental paradigms can be found elsewhere (Haegens, et al., 2012; Todorovic & de Lange, 2012; van Pelt, et al., 2012).

**Figure 1.** Experimental design. Subjects’ head positions and task-induced brain activity were recorded during four sessions (A, B, C, and D) on two separate days. Prior to recording session B on day I, subjects repositioned their heads to their initial position of session A using a real-time head localizer that displayed the real-time fiducial locations in 3-D. On day II, repositioning was done prior to the second session of that day (session D). The target fiducial locations for session D were the initial locations obtained from session B. The analyses focused on the combinations of recordings during sessions B and D (with repositioning) and on those of sessions A and C (without).

### Materials

A single MEG session (~30 min) of a single subject recording consisted of three consecutive tasks involving different sensory modalities. In each task, a small fixation cross was presented in the center of the projection screen during stimulus presentation and inter-stimulus intervals (ISI). Subjects were instructed to fixate on this cross to reduce ocular activity. Trials were interspersed with occasional blank periods when the subjects were encouraged to blink.

In the first task (tactile task, ~10 min), subjects’ median nerves were stimulated by applying an electrical pulse to the left index finger (Haegens, et al., 2010; Litvak, et al., 2007; Medvedovsky, et al., 2007). The stimuli were delivered with a constant current high voltage stimulator (Digitimer, Hertfordshire, UK). The intensity (350–600 mA, average 500 mA) of the 200 μs electric pulses was set to a salient, yet comfortable level as individually established prior to the recordings. The task consisted of 200 trials lasting ~2.5 seconds each (ISI 2000-3000 ms, tactile stimulation 200 μs, blink period every 7 trials for 2500 ms).

In the second task (visual task, ~12 min), subjects were visually stimulated with a foveal, circular sine wave grating (Hoogenboom, et al., 2006). The sine wave grating contracted inward, toward the fixation point (diameter 5 deg, spatial frequency 2 cycles/deg, contrast 100%, velocity 1.6 deg/s, duration 1350 ms). The task consisted of 200 trials lasting ~3.5 seconds each (ISI 1500-2500 ms, visual stimulation 1350 ms, blink period every 10 trials 2500 ms).

In the third task (auditory task, ~6 min), brief tones (frequency 1000 Hz, duration 5 ms, ~70 dB SPL) were presented binaurally via MEG-compatible air tubes (Todorovic, et al., 2011). The task consisted of 250 trials lasting ~1 second each (ISI 1000-1250 ms, auditory stimulation 5 ms, blink period every 10 trials 2500 ms).

All tasks contained deviant trials (omission of a pulse in the tactile task, outward contracting sine wave gratings in the visual task, and 1050 Hz tones in the auditory task). Subjects were instructed to count the deviants to encourage them to remain engaged throughout the experiment and attending the stimuli in all three tasks. A simple query at the end of each task (‘How many deviants did you count?’) was used for a check. Subjects had a binomial choice; e.g. ‘More than 30’ or ‘Less than 30’, to be answered with a single button press with the right index finger (average accuracy was 75%). The stimuli were presented using a PC running Presentation software (Neurobehavioral Systems, Albany, CA, USA).

The stimuli used in the group MEG studies were comparable to those used in the single subject recordings described above; i.e. electrical pulses (97 ± 2.25 trials per subject; mean ± SD) delivered to the left thumb at 150% threshold level in the first study (Haegens, et al., 2012), a foveally presented circular sine wave grating that contracted toward the fixation point (2.7 cycles/deg; velocity, 0.75 deg/s; contrast 100%; 140 ± 23 trials) in the second study (van Pelt, et al., 2012), and presentations of brief tones (20 ms; 1318 Hz; ~75 dB SPL; 150 trials) in the third study (Todorovic & de Lange, 2012).
Data acquisition

Ongoing brain activity was recorded using a whole-head magnetoencephalograph (MEG) with 275 axial gradiometers (VSM/CTF Systems, Port Coquitlam, British Columbia, Canada) in seated position (analog low-pass filter, 300 Hz; sampling rate, 1200 Hz). The subject's head position relative to the MEG sensors was measured before, during, and after each session using localization coils, placed at anatomical fiducials (nasion, left and right ear canals). High-resolution anatomical images of the whole brain for forward model generation were acquired (voxel size = 1mm³) using a 1.5-T Siemens Avanto scanner (Erlangen, Germany). During MR acquisition, identical earplugs (now with a drop of Vitamin E in place of the MEG localization coils) were used for co-registration of the MRI and MEG data.

Online head repositioning

The CTF MEG system comes with three head localization coils, which are small coils that, when energized by an electrical current, result in a field distribution that approximates magnetic dipoles. Each coil is driven with sinusoidal current at a unique frequency and the combined field distribution is measured by the MEG channels. The contribution from each coil is extracted using spectral line extraction, and a magnetic dipole fit is performed on the extracted signals for each of the frequencies to determine the position of the corresponding coil. For each coil, the data contains the x-, y-, and z-coordinates in a 3-D cartesian coordinate system defined relative to the dewar.

The CTF MEG system also provides a shared memory interface in which the data is available for real-time analysis. Software from the open source FieldTrip toolbox (Oostenveld, Fries, Maris, & Schoffelen, 2011) transfers this data from shared memory to a FieldTrip buffer on the acquisition computer. The data in this FieldTrip buffer is read on another computer over a TCP connection, which gives it access to the real-time coordinates of the head localization coils. The implementation we used in the current study is specific for the CTF MEG system, but the real-time software interface has recently been implemented for Neuromag MEG systems as well (Sudre et al., 2011).

The subjects reposition their heads with the aid of a visual projection using a projector and a screen mounted in front of the subject. A 3-D figure is displayed with a target head position. The figure shows the positions of the localization coils from a previous recording session, together with the real-time position of the localization coils. The subject's instruction is to match the real-time localization coil positions with the target positions, by moving his head until the graphical markers are overlaying. The distance to the target location is color-coded to aid the subject (Anim. S1). All online software is freely available as part of the FieldTrip toolbox ((Oostenveld, et al., 2011), see also http://www.ru.nl/donders/fieldtrip).

Anim. S1. Screenshot of the real-time head localizer, captured during the recording of session B of subject MN (this supplemental animation can be viewed in the online article version of this chapter). Repositioning of a subject can be performed by visualizing the anatomical fiducials from a reference dataset (nasion, left and right ear canals, black unfilled markers) and the graphically updating of the real-time head position. To aid the subject with repositioning, the real-time fiducial positions are color coded to indicate the distances to the targets (green < 1.5 mm, orange < 3 mm, and red > 3 mm).

Data analysis

Data were analyzed offline using the FieldTrip toolbox and MATLAB (MathWorks, Natick, MA, USA). Trials with muscle and SQUID artifacts were removed from the MEG time-series using standardized procedures. For the single subject analyses, this resulted in 90-100% (mean = 97%) of the original (non-deviant) trials being included for further analysis. The data was segmented around each stimulus presentation and baseline corrected using an interval of 100 ms before the occurrence of the stimulus. The analyses consisted of computing the somatosensory evoked fields (SEF; tactile task; 40-50 ms, (Haegens, et al., 2010; Litvak, et al., 2007; Medvedovsky, et al., 2007)), visually induced gamma-band activity (visual task; 0-500 ms, 65±10 Hz, (Hoogenboom, et al., 2006)) and auditory evoked fields (AEF; auditory task; 90-100 ms, (Todorovic, et al., 2011)).
The general sensor level analysis of the three tasks was performed by testing the SEF peak, visually induced gamma-band activity, and AEF peak against the activity in prestimulus baseline using non-parametric cluster-based permutation paired samples t-tests (Maris & Oostenveld, 2007). For the SEF and AEF the baseline was selected from -100 to 0 ms. For the visually induced gamma-band activity the baseline was selected from -200 to 0 ms. Only the last 150 trials of each task were used for the analyses to ensure that signal-to-noise ratios, degrees of freedom, and adaptation effects were matched between sessions.

Sources of visually induced gamma-band activity were reconstructed using DICS, a frequency domain ‘beamforming’ approach (Gross et al., 2001; Van Veen, van Drongelen, Yuchtman, & Suzuki, 1997). This method constructs a spatial filter for each of the 3-dimensional grid positions covering the brain (10 mm spacing), which passes activity from each grid location with unit gain, while maximally suppressing activity from all other sources. The beamformer spatial filter is constructed from the lead field and the cross-spectral density matrix of the data. The lead field is the physical forward model of the field distribution calculated from an assumed source at a given location and the subject-specific volume conduction model. The sessions were beamformed separately using session- and subject-specific lead fields and cross-spectral density matrices. The single-trial beamformer estimates of the two sessions were concatenated and their consistencies were evaluated by comparing the t-statistics (task vs. baseline activity) for dataset AC to that of dataset BD.

Sources of the AEFs were reconstructed using minimum-norm estimates. This method is a distributed inverse solution, constrained by a minimum-norm current estimate. The source space consisted of a large number of equivalent current dipoles placed on the cortical surface (preprocessed with the FreeSurfer current estimate. The source space consisted of a large number of equivalent current dipoles models to the data using a single-shell volume conduction model of the brain (Nolte, 2003). This volume conduction model was co-registered to each subject’s sensor locations; we chose to use the average location of the combined sessions’ head positions at recording onsets. The consistency of the position of the fitted dipole in a pair of measurements was determined through bootstrapping (1000 repetitions) of the concatenated trials (150 from one session, 150 from another). We chose to describe the variance in dipole position by quantifying the volume of the 95% confidence ellipsoid. This volume is defined by computing the multivariate (3-dimensional) eigenvectors and their values to estimate the 95% confidence according to McIntyre and colleagues (McIntyre, Stratta, & Lacquaniti, 1998).

Testing the online head repositioning procedure
The circumcenter of the three head localization coils, i.e. the center of the circle that passes through all the positions of the fiducials, was used as an index for head position. Differences in head positions between sessions were obtained by computing the position of the head on a trial-by-trial basis of each session. Subsequently, a principal component analysis was used to project these 3-D positions on the axes that explain the most variance. To test for systematic differences in head positions, we computed the statistical difference in head positions between the two pairs of sessions (between sessions A and C and between B and D) using independent samples t-tests.

To test for changes in statistical sensitivity of the data due to online head repositioning (dataset AC vs. dataset BD), we compare the two pairs of measurements on their task-specific statistical assessments (see section 2.6) at the source level. The sensor level statistics are affected by the proximity of the head to the sensors (Gaetz, et al., 2008). In the four sessions we did not explicitly control for this proximity, causing the measurement pairs AC and BD to have trivial differences in sensor level statistical values.

With respect to the data obtained from the group MEG studies, we performed analyses similar to the general sensor level analyses described above. Separately for each study, single-subject statistical assessments were made and the peak activations (i.e. the absolute maximum of the subject t-statistics) were then tested against null at the group-level. The statistical assessments in the first study were made by comparing somatosensory evoked activity in the right hemisphere around 50-60 ms after stimulus onset (i.e. around the P60 trough), with activity in a 100 ms baseline period (97 ± 2.25 trials, mean ± SD). For the second and third study respectively, comparisons were made between gamma-band activity induced during a 600 ms task period and activity in 600 ms prestimulus baseline (140 ± 23 trials), and between auditory evoked activity around 90-100 ms (i.e. around the N1 peak) and activity in 100 ms prestimulus baseline (150 trials).
Testing the offline GLM-based head movement compensation

The continuous representation of the fiducial locations is written to disk along with the MEG by the acquisition software. Trial-by-trial estimates of the position and the orientation of the circumcenter of the three fiducial markers were computed. These were demeaned and z-transformed to obtain the normalized deviants, i.e. translations ($H_x$, $H_y$, $H_z$) and rotations ($H_\phi$, $H_\theta$, $H_\psi$), from the average head position and orientation. For both the sensor- and source level analyses, the data can be modeled with the following linear equation:

$$Y = b_0 H_0 + b_1 H_x + b_2 H_y + b_3 H_z + b_4 H_\phi + b_5 H_\theta + b_6 H_\psi + E$$  \hspace{1cm} (8)$$

where $Y$ is a 1xK vector with the sensor- or source data over K trials, $b_0$ is the intercept constant, $H_i$ is a 1xK vector of ones, $b_1, \ldots, b_6$ are regression coefficients for the head position and orientation, and $E$ is unexplained model error. The least squares solution to the linear equation,

$$\min ||Y - bH||^2$$  \hspace{1cm} (9)$$

results in a vector of $b$ values per channel/voxel for each session of each subject. Subsequently, the estimated contributions of the regressors to the (source reconstructed) signal amplitude or spectral power can be removed from the original single-trial data:

$$Y_{\text{clean}} = Y - b_{1,6} H_{x,\psi}$$  \hspace{1cm} (10)$$

where $Y_{\text{clean}}$ represents the data with the movement related variance removed. Note that this general linear modeling (GLM) approach only affects the signal variance and not the signal mean over trials; i.e. the intercept constant $b_0$ remains in the data.

An important aspect in the practical application is that the compensation should be performed in conjunction with the statistical analysis and cannot be done at an arbitrary point in the analysis pipeline. E.g., in the case of ERFs, the estimation of the regression coefficients $b$ is performed separately for each channel and each latency, i.e. vector $Y$ is formed for each channel and for each latency and the regression coefficients $b$ are estimated for the specific channel and latency. In the case of powerspectra, the estimated regression coefficients are channel and frequency specific, and in the case of time-frequency responses they are channel, latency and frequency specific. Consequently, after compensation, the sensor level data cannot be used anymore for source modeling. To employ the GLM based compensation on the source level, single trial estimates for the cortical locations of interest have to be made from the original sensor level data, preferably using a common spatial filter based on all trials. The beta weights are subsequently estimated for each cortical location and the variance in source amplitude over trials that is explained by the head movement is removed.

To account for the non-linear effects of head motion on the signal, we chose to consider also the squares, cubes and all their derivatives (the first three terms in the Taylor series expansion) of the head movement parameters in the model (resulting in a total of 36 regressors plus one constant). Following the removal of the trial-by-trial variance that was explained by the head movements, the task vs. baseline activation t-scores were computed and compared to the t-scores without the head movement compensation. We report descriptive statistics (t-score histograms and peak values) of the single subject analyses at the sensor and source level. Furthermore, we document how the GLM-based head movement compensation affects group level inferential statistics (second level effect sizes) by employing this technique on the single-subject data from the three group MEG studies.

Results

Online head repositioning

Subjects were consistently able to reposition their heads, effectively reducing intersession distances in head position at recording onsets; from 4.8 and 6.8 mm to 1.2 and 2.0 mm for subject MN and LB respectively (see Table 1). Visual inspection showed that the lack of repositioning resulted in session C to be an outlier (shown in green in Figure 2), while the head positions during sessions A, B and D were closer to each other. It can also be observed from Figure 2 that the subjects’ heads, throughout the ~30 min. recordings, slowly but progressively drifted away.

Repositioning improved the consistencies of head positions in paired datasets as indicated by smaller statistical intersession difference in the positions; for subject MN, $t(1077) = -74$ with, and $t(1100) = -100$ without repositioning; for subject LB, $t(1155) = 19$ with, and $t(1151) = 351$ without repositioning. This improvement was most pronounced early after repositioning, i.e. during the tactile task; subject MN, $t(307) = -57$ with, and $t(330) = -180$ without repositioning; subject LB, $t(332) = 15$ with, and $t(343) = 314$ without repositioning.
Table 1. Intersession Euclidean distances in head position of subjects MN and LB.

<table>
<thead>
<tr>
<th>Sessions</th>
<th>Time</th>
<th>Distance (mm, t-value*)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A and C (without repositioning, different day)</td>
<td>Recording onset</td>
<td>Subject MN 4.8</td>
</tr>
<tr>
<td></td>
<td>Tactile task (0-10 min)</td>
<td>5.4, t(330) = -180</td>
</tr>
<tr>
<td></td>
<td>Visual task (11-22 min)</td>
<td>4.5, t(341) = -84</td>
</tr>
<tr>
<td></td>
<td>Auditory task (23-28 min)</td>
<td>4.1, t(425) = -196</td>
</tr>
<tr>
<td></td>
<td>Throughout recording</td>
<td>4.6, t(1100) = -100</td>
</tr>
<tr>
<td>B and D (with repositioning, different day)</td>
<td>Recording onset</td>
<td>1.2</td>
</tr>
<tr>
<td></td>
<td>Tactile task (0-10 min)</td>
<td>2.7, t(307) = -57</td>
</tr>
<tr>
<td></td>
<td>Visual task (11-22 min)</td>
<td>4.3, t(332) = -109</td>
</tr>
<tr>
<td></td>
<td>Auditory task (23-28 min)</td>
<td>6.2, t(434) = -215</td>
</tr>
<tr>
<td></td>
<td>Throughout recording</td>
<td>4.6, t(1077) = -74</td>
</tr>
<tr>
<td>A and B** (with repositioning, same day)</td>
<td>Recording onset</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>Tactile task (0-10 min)</td>
<td>2.3, t(317) = 34</td>
</tr>
<tr>
<td></td>
<td>Visual task (11-22 min)</td>
<td>3.8, t(339) = 33</td>
</tr>
<tr>
<td></td>
<td>Auditory task (23-28 min)</td>
<td>6.3, t(425) = -214</td>
</tr>
<tr>
<td></td>
<td>Throughout recording</td>
<td>4.3, t(1085) = -48</td>
</tr>
</tbody>
</table>

* Statistical difference in position along the axis that explained most variance in both sessions combined (independent samples t-tests). All differences were statistically significant (p < 0.05).

** Shown for illustration purposes; i.e. subjects were consistently able to reposition their heads.

Table 2. Combined single subjects results of the online and offline head movement compensation: repositioning and general linear modeling.

<table>
<thead>
<tr>
<th>Task</th>
<th>Subject</th>
<th>Without repositioning</th>
<th>With repositioning</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>standard</td>
<td>GLM</td>
</tr>
<tr>
<td>Tactile</td>
<td>MN</td>
<td>0.88 cm(^3) t 12.6</td>
<td>n.a. t 13.2</td>
</tr>
<tr>
<td></td>
<td>L(B)</td>
<td>0.18 cm(^3) t 20.8</td>
<td>n.a. t 23.1</td>
</tr>
<tr>
<td>Visual</td>
<td>MN</td>
<td>t 11.9</td>
<td>t 12.6</td>
</tr>
<tr>
<td></td>
<td>L(B)</td>
<td>t 18.7</td>
<td>t 24.3</td>
</tr>
<tr>
<td>Auditory</td>
<td>MN</td>
<td>t 17.3</td>
<td>t 18.9</td>
</tr>
<tr>
<td></td>
<td>L(B)</td>
<td>t 24.6</td>
<td>t 26.3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Task</th>
<th>Subject</th>
<th>Without repositioning</th>
<th>With repositioning</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>standard</td>
<td>GLM</td>
</tr>
<tr>
<td>Tactile</td>
<td>MN</td>
<td>0.58 cm(^3) t 10.8</td>
<td>n.a. t 11.5</td>
</tr>
<tr>
<td></td>
<td>L(B)</td>
<td>0.14 cm(^3) t 24.5</td>
<td>n.a. t 27.0</td>
</tr>
<tr>
<td>Visual</td>
<td>MN</td>
<td>t 14.0</td>
<td>t 14.9</td>
</tr>
<tr>
<td></td>
<td>L(B)</td>
<td>t 23.7</td>
<td>t 26.1</td>
</tr>
<tr>
<td>Auditory</td>
<td>MN</td>
<td>t 17.2</td>
<td>t 25.0</td>
</tr>
<tr>
<td></td>
<td>L(B)</td>
<td>t 23.7</td>
<td>t 26.1</td>
</tr>
</tbody>
</table>

The task effects are expressed in terms of consistency. At the source level; dipole position variance for the SEFs (the smaller, the more consistent) and peak t-values of visually induced gamma-band activity and AEFs (the larger, the more consistent). At the sensor level (italic type); peak t-values of the contrasts in each task (the larger, the more consistent).

Figure 2. Head positions, as indexed by the circumcentra of the three head localization coils, throughout the recording sessions of subjects MN (left panel) and LB (right panel). (A) Trial-to-trial head positions plotted in MEG dewar coordinates. (B) Head positions plotted along the axis explaining most variance in the head positions of all four sessions together against trials, where zero is recording onset and the respective tasks are denoted. (C) Same as in B, but plotted along the axis of second most variance.
We next investigated the consequences of repositioning on the source reconstructed data. For the median nerve somatosensory evoked fields (SEFs), repositioning of each subject reduced the variability in dipole fit positions (quantified by the 95% confidence ellipsoid volume) from 0.88 to 0.58 cm³ and from 0.18 to 0.14 cm³ respectively for both subjects MN and LB (see Figure 3A; -28 ± 8%, mean ± SD). Furthermore, it enhanced peak t-statistics of visually induced gamma-band activity from 11.9 to 14.0 and from 21.2 to 23.7 (see Figure 3B; 15 ± 4%), but not that of auditory evoked fields (AEFs) in the chronologically last task; from 17.3 to 17.2 and from 20.8 to 20.5 (see Figure 3C; -1 ± 1%).

**Figure 3.** Source level consequences of online head repositioning between sessions for subjects MN and LB. Panels follow the order of the experimental tasks. (A) Trials were randomly selected from concatenated SEF sessions, averaged and dipole fitted (1000 iterations). The variance in dipole position (black dots) of median nerve somatosensory evoked fields (40-50 ms) was described by quantifying the volume of the 95% confidence ellipsoid. The green marker represents the averaged dipole position and its orientation. (B) Source localization (beamforming) of visually-induced gamma-band activity (65±10 Hz, 0-500 ms). The threshold of the color axis was raised in order to resolve the spatial structure around the statistically significant peaks. The upper t-values are the peaks. (C) Source localization (minimum-norm estimation) of auditory evoked fields (90-100 ms).

## Offline general linear modeling

Head position and orientation confounds were estimated and their contribution was removed from the single-trial sensor- and source level data. Comparing peak t-statistics with and without this operation, we found GLM to yield improvements in all task vs. baseline activity contrasts of both subjects MN and LB, both for sensor- and source level (see Table 2, 9 ± 3% increase in peak t-statistics, overall mean ± SD). Example topographic plots and histograms show that, with regression analysis, the distribution of t-statistics overall appears increased with the shape preserved (Figure 4).

Employing the GLM-based head movement compensation on sensor level data from three existing group studies revealed t-statistics that were greater than without using this technique. On average, peak t-statistics of activity evoked during 97 electrical pulses delivered to the left thumb improved by 23% ± 5% in the first study (mean ± SEM, 16 subjects mean; from t(96) = 1.09 to t(96) = 1.39, p << 0.001). In a similar vein, the effect size of the increase in peak t-statistics of induced gamma-band activity during 140 presentations of a circular sine wave grating in the second study was 29 ± 4% (32 subjects mean; from t(139) = 13.4 to t(139) = 16.9, p << 0.001). In the third study, head movement compensation yielded a 15 ± 1% increase in absolute peak t-statistics of activity evoked during 150 presentations of brief tones (20 subjects mean; from t(149) = 3.61 to t(149) = 4.15, p << 0.001).

## Discussion

The present study investigated online and offline tools to compensate MEG data for head movement, as assessed through a statistical evaluation that is similar to how analysis is performed in most cognitive research projects. We recorded single subjects’ brain activity in four sessions (Figure 1) during the performance of three tasks (tactile, visual, auditory) to demonstrate the applicability of the investigated techniques to a wide range of tasks and experiments. We analyzed data from three larger MEG group studies to further validate the effect of the offline GLM-based technique on statistical sensitivity.

Using a real-time head localizer, subjects were consistently able to accurately reposition their heads between sessions. We observed that online head repositioning effectively reduced inter-session differences in head position (Figure 2 and Table 1), thereby improving the statistical assessment of brain activity recorded during those sessions (Figure 3). Interestingly, we observed this improvement also when we analyzed the recordings separately and
Regression analyses, i.e. the offline incorporation of the head position time-series into a general linear model (GLM), successfully reduced the confounding variance that was due to within-sessions head movements. Our subjects did not make abrupt movements but slowly drifted down (see Figure 2A and B), a movement that can be well compensated with offline general linear modeling (Figure 4). The use of GLM to remove confounding head motion is common practice in the analysis of functional magnetic resonance imaging (Worsley & Friston, 1995). To our knowledge the present study is the first demonstration that it can successfully be applied to MEG recordings. The application of the GLM-based approach to a 16 subject study addressing somatosensory spatial attention (Haegens, et al., 2012) shows an improvement of statistical sensitivity, as assessed by an increase in t-scores, by 23%. The application of the same method to a 32 subject visual attention (van Pelt, et al., 2012) and a 20 subject auditory expectation study (Todorovic & de Lange, 2012) demonstrated an increase in t-scores of 29% and 15% respectively. In each study the initial statistical sensitivity was already sufficient to address the research question for the respective studies and the improvement with the GLM method did not change the inferences that were drawn from the data. However, the large increase in statistical sensitivity suggests that the GLM method allows future studies to be performed with smaller subject group sizes, or alternatively allows studies to be performed with smaller effect sizes. Furthermore, by compensating combined them in source space (Figure 3B). This finding suggests that in the combined analysis of two sessions, different head positions negatively affect the outcomes, even if accounted for by the source estimation. We hypothesize this to be due to differences in signal-to-noise ratio that are caused by differences in the distance between the sources and sensors, and due to the non-linear fitting of those sources.

Figure 4. Example statistical distributions with (blue) and without (orange) offline GLM-based head movement compensation. Each row displays one of the experimental tasks for one of the subjects. Note the different color scaling limits. (A) SEFs of subject LB, sessions B and D combined. Highlighted sensors indicate statistically significant differences (p < 0.05, corrected for multiple comparisons). (B) Histogram of the t-values of all channels and timepoints in the 40-50 ms interval, with (blue) and without (orange) regression analysis. Each histogram bin is weighted by its corresponding t-value. (C) Visually-induced gamma-band activity (65±10 Hz, 0-500 ms) of subject MN, sessions A and C combined. (D) Histogram of the t-values of all voxels. (E) AEFs (90-100 ms) of subject LB, sessions A and C combined. (F) Histogram of the t-values of all cortical mesh surfaces.
for head movement related variance, this technique opens the way for cleaner investigations of trial-by-trial coupling of behavioral measures and the MEG signal.

The combination of both these online and offline tools yielded the largest improvement, i.e. online repositioning by means of a real-time head localizer reducing the between-sessions variance and offline GLM regressing out the within-sessions variance. The present study does not address the use of the real-time head localizer to reduce the variance within a session. We suggest that the real-time head localizer can also be used to compensate for within-sessions variance by correcting for head movement using a short repositioning instruction between experimental blocks. This could counteract the slow but progressive drifting away from the position at recording onset of the subject’s head without the need for head fixation. Such an approach may be specifically of relevance for studies that include subject groups that find it more difficult to maintain a constant position over a long period of time.

Finally, we have demonstrated that the tools introduced here can be readily applied to a wide range of tasks and experiments. Compared to the existing offline compensation methods which are based on sensor interpolation or lead field adjustments (see Introduction of this chapter) and for which an implementation is not available for all MEG systems, the application of these tools is relatively straightforward and is made available in the open-source FieldTrip toolbox, which allows it to be employed on data from all commonly used MEG systems. The user does not need detailed additional information (e.g. source and head model) and does not need to make modeling specific choices. It remains to be seen how the tools presented here complement and compare to the existing methods when dealing with the consequences of head movements on statistical sensitivity. For instance, the within-session head repositioning, as suggested in this paper, may have a positive effect on the SSS-based sensor level interpolation method (Taulu, et al., 2005) by virtue of reducing trial-by-trial variations of head position and inherent improvements in signal-to-noise ratio. In a similar vein, it would be interesting to study how general linear modeling enhances statistical sensitivity after incorporation of head position information into the source reconstruction procedure (Uutela, et al., 2001). The latter method, either by the relatively noise-sensitive adjustment of the lead field matrix on a trial-by-trial basis (see Eq. (4)) or using an averaged, spatially blurred version of the lead field (see Eq. (5) and (6)), has proven to reduce source localization error after head movement (Uutela, et al., 2001). However, to date it has not been investigated whether and how it affects statistical sensitivity. The blurred version provides a static solution for the inverse source estimation and therefore cannot account for the dynamic trial-by-trial variation in the relative location of the sources (see Appendix A for an initial exploration of this method on the present data). Consequently, it does not contribute to the statistical power, which we aimed at with the present study.

In summary, we consider the real-time head localizer tool a valuable addition to the experimental setup and the use of the GLM-based head movement compensation a necessary attribute of the MEG analysis toolbox.
Forward calculation correction and statistical sensitivity

Forward calculation correction is a technique that incorporates the variability in head position into the forward calculations of the magnetic field (see Eq. (5) and (6)). For a dipole with an arbitrary location and orientation, the magnetic field picked up by a sensor coil at any position relative to the dipole can be computed. Variability in the exact location of the dipole relative to the sensor due to changes in head position can be taken into account by computing a linear combination of the modeled magnetic fields for different sensor locations. We took a similar approach as proposed by Uutela and colleagues (Uutela, et al., 2001). For computational efficiency, rather than taking a plain average of the lead fields computed for each trial (and head position) separately, we computed a weighted average of a well-chosen set of lead fields. These sets of lead fields reflected a representative set of positions of the head relative to the sensors. We used k-means clustering on the single trial head position estimates and obtained 10 clusters. The centroid of each of these clusters was used as a head position for which the lead fields of the sources were computed. The numbers of trials contributing to each of the clusters were used as a weighting factor, with which the lead fields were weighted before they were summed across the clusters. The lead fields obtained using this approach were used for the source reconstruction of activity evoked in all three tasks (see section 2.6) and the statistical sensitivity was compared to that without using this correction (listed under ‘Standard’ in Table 2). The incorporation of variable head positions into the magnetic field forward calculations did not reduce the variance in dipole position of the SEFs, from 0.88 to 0.84 cm³ (‘dataset AC’) and from 0.58 to 0.60 cm³ (‘dataset BD’) for subject MN and from 0.18 to 0.22 cm³ and from 0.14 to 0.11 cm³ for subject LB (0 ± 18%, overall mean ± SD). Furthermore, it did not significantly improve the peak t-statistics of beamformed visually induced gamma-band activity (1 ± 1%, overall mean ± SD; subject MN: from t = 11.9 to 11.9 and from t = 14.0 to 14.0; subject LB: from t = 21.2 to 21.4 and from t = 23.7 to 23.9) and minimum-norm estimated AEFs (1 ± 3%, overall mean ± SD; subject MN: from t = 17.3 to 17.4 and from t = 17.2 to 17.5; subject LB: from t = 20.8 to 20.1 and from t = 20.5 to 21.1). The lack of this method contributing to the trial-by-trial consistency, and thus the statistical sensitivity of the data, can be explained: the varying head position during the recording gets represented in a spatially blurred version of the actually measured magnetic field and the lead fields used in the forward calculation. Although the blurred lead field can provide a more accurate spatial topography of the true sources and thereby improve the accuracy of the reconstructed source location, the static lead field solution cannot account for the dynamic trial-by-trial variability that is represented as across-trial variance of the source positions and source amplitudes.
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Abstract

Human referential communication is often thought as coding-decoding a set of symbols, neglecting that establishing shared meanings requires a computational mechanism powerful enough to mutually negotiate them. Sharing the meaning of a novel symbol might rely on similar conceptual inferences across communicators, or on statistical similarities in their sensorimotor behaviors. Using magnetoencephalography, we assess spectral, temporal, and spatial characteristics of neural activity evoked when people generate and understand novel shared symbols during live communicative interactions. Solving those communicative problems induced comparable changes in the spectral profile of neural activity of both communicators and addressees. This shared neuronal upregulation was spatially localized to the right temporal lobe and the ventromedial prefrontal cortex, and emerged already before the occurrence of a specific communicative problem. Communicative innovation relies on neuronal computations that are shared across generating and understanding novel shared symbols, operating over temporal scales independent from transient sensorimotor behavior.

Introduction

We can modify reality by selecting either instrumental actions that change the physical state of the environment according to the mechanics of the action, or communicative actions that change the mental state of other agents according to the content of the action (Noordzij, et al., 2010; Searle, 2010). For instance, we can fill a glass with a drink, or ask a bartender to do that. A common language might help to achieve the latter by providing access to previously established shared symbols, but those symbols presuppose a computational mechanism powerful enough to negotiate them across interlocutors (Levinson, 2006). Here we study the electrophysiological correlates supporting the rapid negotiation of shared symbols, a fundamental property of human communication (Evans & Levinson, 2009; Tomasello, 2008).

Given the vast number of possible meanings that can be attributed to a novel communicative action (Galantucci, 2005; Jablonka, 2002), it remains unclear how novel shared symbols can be rapidly selected and understood. General-purpose learning algorithms like temporal difference or Hebbian learning (Behrens, et al., 2009; Keysers & Perrett, 2004) do not seem suitable, since they require many trials to converge on statistically relevant features. There are brain circuits that support fast predictions on sensory inputs or consequences of planned actions (Giese & Poggio, 2003; Peelen, et al., 2009), but those circuits are geared towards a specific domain of application with well-defined priors (e.g. faces, (Adolphs, 2009)). Novel shared symbols, being novel, do not have well-defined priors (Fodor, 2000; Levinson, 2006; Sperber & Wilson, 2001). Solving this type of communicative problems requires a mechanism that supports a rapid exploration through a large search space, generating connections between different conceptual structures (Gentner, 2003; Goldstone & Rogosky, 2002).

These theoretical considerations about human communication lead to three predictions on its underlying mechanism. First, given that establishing shared symbols requires taking into account the inferred knowledge of the interlocutor (“audience design”, (Clark, 1996; de Ruiter, et al., 2010; Galantucci & Garrod, 2011)), the generation and comprehension of those symbols should involve neural patterns associated with flexible conceptual knowledge (Derix, Ilijina, Schulze-Bonhage, Aertsen, & Ball, 2012; Kumaran, Summerfield, Hassabis, & Maguire, 2009; Lambon Ralph, Sage, Jones, & Mayberry, 2010; Siegal & Varley, 2002), rather than sensorimotor couplings with limited generalization patterns (Hasson, et al., 2012; Jiang et al., 2012; Keysers & Perrett, 2004; Orban de Xivry et al., 2011; Pickering & Garrod, 2004). Second, cerebral activities supporting these conceptual processes during generation and comprehension
of novel shared symbols should overlap, given that these processes relate to the specific conversational context shared by the interlocutors of the communicative exchange (Menenti, Pickering, & Garrod, 2012). Third, cerebral activity supporting this predicted overlap should predate in time the processing of the communicative stimuli themselves, given that the meaning of any stimulus arises from a conceptual space defined by the ongoing communicative interaction (Clark, 1996; Stephens, Silbert, & Hasson, 2010), rather than by the sensory material itself.

We test these predictions by characterizing spatial, spectral, and temporal features of neural activity supporting the planning and understanding of novel communicative actions, using an absolute index of source-reconstructed magnetoencephalographic activity (MEG). In contrast to previous work largely focused on individuals perceiving instrumental actions (de Lange, Spronk, Willems, Toni, & Bekkering, 2008; Iacoboni et al., 2005) or known linguistic material (Lerner, Honey, Silbert, & Hasson, 2011; Stephens, et al., 2010), here we investigated both production and comprehension of novel communicative actions during a live interaction between pairs of participants, and directly contrast those phenomena with a control interaction involving no communicative necessities (Figure 1).

Materials and Methods

Participants

Fifty-two participants (22 males, 30 females; ages 18-40), were recruited to take part in this study. They were screened for a history of psychiatric and neurological problems and had normal or corrected-to-normal vision. Participants gave informed consent according to institutional guidelines of the local ethics committee (CMO region Arnhem-Nijmegen, The Netherlands) and were either offered a financial payment or given credits towards completing a course requirement. MEG was acquired from one member of each pair. Two pairs of participants were excluded from data analysis due to MEG-system failure and muscle artifacts, leaving 24 pairs of participants for data analysis.

Tasks

The communicative and the instrumental tasks are described in detail in Appendix A of this chapter.

MEG and MRI data acquisition

Brain activity was recorded over two sessions using a whole-head magnetoencephalograph (MEG) with 275 axial gradiometers (CTF275, VSM MedTech; 1200 Hz sampling rate, 300 Hz analog low-pass filter). Before the second session, each participant repositioned his/her head in the same location and orientation as the position measured before the first session, using a real-time head localizer tool (Stolk, Todorovic, Schoffelen, & Oostenveld, 2013). Anatomical images of the brain for forward model generation (voxel size = 1mm³) were acquired using a 1.5T Siemens Avanto scanner. During MR acquisition, identical earplugs (with a vitamin E capsule in place of the MEG localization coils) were used for co-registration of the MRI and MEG data.

MEG data analysis

Data were analyzed offline using the FieldTrip toolbox (Oostenveld, et al., 2011) and custom MATLAB code (MathWorks, Natick, MA, USA). Trials with muscle and SQUID artifacts were removed from the MEG timeseries, resulting in 91 ± 5% of the original trials being included for further analysis. Following our experimental rationale, we focused the analysis of the MEG data on the trial epochs during which the Communicator and Salesman planned their actions (epoch D: planning, Figure 1), and the Addressee and Roadworker observed the other player's movements (epoch E: observation). For each epoch, we also considered the preceding baseline period (1 sec), during which only the empty grid was visible. We analyzed these task epochs in two ways, differing in the time scale at which the inferences can be drawn.

In Analysis #1, we considered the whole time interval covered by the planning and observation events. Accordingly, we extracted the overall changes in cerebral neural activity evoked during those events, using adaptive spatial filtering (‘beamforming’, Appendix A of this chapter) to estimate local neural population activity throughout the brain as a function of frequency. We matched the signal-to-noise ratios of the different conditions within each participant by ensuring that each condition contributed the same number of samples to the data analysis. To achieve this, each trial was segmented into multiple consecutive non-overlapping windows of 500 ms. For each participant, windows were randomly selected and excluded from subsequent analyses until the different conditions provided the same number of windows. Then the windowed time series from each trial epoch were tapered with a set of 4 orthogonal Slepian tapers prior to spectral estimation and the resulting estimates of the (cross-) spectral densities were averaged across tapers. This resulted in a spectral smoothing of ± 5 Hz.
In Analysis #2, we extracted the fine-grained temporal dynamics of power changes during the task epochs mentioned above, performing a time-frequency analysis at the source level. This analysis was time-locked to the moments the Communicator and Salesman started and finished planning (epochs D: planning) and the Addressee and Roadworker started and finished observing (epochs E: observation), extending over a time window of 2.75 seconds (range: -0.5 to +2.25 and -2.25 to 0.5 seconds resp., resolution: 50 ms). We applied an adaptive spatial filtering approach within a set of frequencies (55 - 85 Hz) shown to contain task-relevant neural activity by Analysis #1. Here, 200 ms windows were tapered with 3 orthogonal Slepian tapers (± 10 Hz smoothing) prior to applying the Fourier transforms. Projection of the sensor-level data through the spatial filters, and subsequently computing the magnitude squared, yielded a location-specific (absolute) estimate of the time course of spectral power at the frequency of interest.

Statistical model and inference
We considered differential effects evoked during corresponding trial epochs in participants playing the Communicator or the Salesman role (epoch D: planning in Figure 1) and the Addressee or the Roadworker role (epoch E: observation). First, we estimated participant-specific effects (independent samples t-tests) on signal power at the source level (obtained from Analysis #1) for each of these two sets of temporally-independent comparisons. Second, these participant-specific effects were z-normalized in order to account for differences in degrees of freedom and entered into a second-level random effects analysis correcting for multiple comparisons at the cluster level (p < 0.05; 10,000 randomizations) (Maris & Oostenveld, 2007). Third, the resulting group statistics of the two contrasts were entered into a conjunction analysis (Nichols, Brett, Andersson, Wager, & Poline, 2005), effectively implementing a logical AND relation between the individual contrasts.

Results
We studied twenty-four pairs of participants engaged in real-time controlled interactions (de Ruiter, et al., 2010), and measured neural activity with MEG from one participant within each pair. Each pair of participants played an interactive game which requires the generation and understanding of novel, mutually negotiated communicative actions (i.e. communicative interactions between a “Communicator” and an “Addressee” pair, Figure 1, Movie 1). We distinguished neural activity specifically associated with those communicative actions from activity evoked during another interactive game that involved the same stimuli, responses, attention, and between-participants dependencies, but no communicative necessities (i.e. instrumental interactions between a “Salesman” and a “Roadworker” pair, Figure 1, Movie 2). Within each task, participants alternated between those two task-specific roles on a trial-by-trial basis (80 trials in each task). We further distinguished neural activity common to both generating (epoch D: planning, Figure 1) and understanding communicative actions (epoch E: observation, Figure 1) from activity uniquely evoked by either task component by means of conjunction analyses (Nichols, et al., 2005). An absolute index of neural activity was quantified by estimating (‘beamforming’) time-resolved spectral power of the signals recorded with MEG before and during task performance (Gross, et al., 2001).

The communicative and instrumental tasks are explained in detail in Appendix A of this chapter. Here we highlight their overlapping and differing features relevant for labeling and interpreting the results. In both tasks, pairs of participants were instructed to move their token on a visually presented 3x3 digital grid (Figure 1). In the communicative task, the goal of the ‘Communicator’ was to make sure that both his token (e.g. a circle) and that of the ‘Addressee’ (e.g. a triangle) were arranged according to a configuration visually presented to the Addressee only. This required the Communicator to use the movements of his token to indicate to the Addressee how she should configure her token on the grid. This task has proven effective in encouraging the generation of pair-specific communicative behaviors (Blokpoel, et al., 2012; de Ruiter, et al., 2010; Volman, Noordzij, & Toni, 2012). The same movements could be used by different pairs to negotiate different meanings, and the same meaning could be conveyed by different movements across different pairs (Movie 3). The same movement could even be used to convey different goal states by the same pair in different trials (Movie 4), and vice versa (Movie 5). The latter observation emphasizes how, in this game, a movement acquires meaning by virtue of the history of the communicative interactions within a given pair, rather than by virtue of its sensory attributes. In the instrumental task, the goal
Behavioral characteristics of communicative interactions

Participants solved both tasks well above chance level (communicative trials: 71 ± 3% correct; instrumental trials: 73 ± 4% correct, mean ± SEM; Figure S1E; estimate of chance level: 1/32th, 8 locations with 4 potential orientations). The communicative interactions evoked stronger mutual adjustments between pairs than the instrumental interactions. First, during the communicative interactions, Communicators spent longer times at the grid location where the Addressee should place her token (Addressee 'target'), as compared to other visited locations on the board ('non-targets'; Location x Task interaction: $F(1,23) = 108.0$, $p < 0.001$; Figure S1F). This pausing behavior was adjusted to the inferred knowledge of the communicative partner on a trial-by-trial basis (Blokpoel, et al., 2012), a quantitative indication of recipient design (Newman-Norlund et al., 2009). Second, during the communicative interactions, Communicators made repeated movements from and to the target location to indicate the desired orientation of the Addressee’s token (2.09 ± 0.49 visits per trial, mean ± SD; see action #2 - epoch E in Figure 1, communicative task). This behavior was not observed in the instrumental task, and it follows the general principle of using a patently dysfunctional action to ostensively mark the action as being communicative in nature (Sperber & Wilson, 2001). Third, in the communicative interactions, the within-trial coupling between Communicator and Addressee planning times (r = 0.29 ± 0.17, z-transformed cross-correlations) was stronger than in the instrumental interactions (i.e. between Salesman and Roadworker planning times; r = 0.09 ± 0.22; $t(23) = 4.2$; $p < 0.001$). This observation suggests that a difficult communicative problem was concomitantly more difficult for both Communicators and Addressees (de Ruiter, et al., 2010; van Rooij et al., 2011). Fourth, in the instrumental task, the number of executed movements explained a larger portion of planning time variance than in the communicative task (instrumental: r = 0.63 ± 0.12; communicative: r = 0.42 ± 0.17; $t(23) = 5.5$, $p < 0.001$). This finding suggests that, in the instrumental task, planning times increase almost linearly with an increasing number of
movement steps to plan. In contrast, in the communicative task, planning times were governed by cognitive operations less directly related to the mechanics of the individual movement steps.

Neural characteristics of communicative interactions – spatial and spectral features

Having shown the relevance of the communicative task for studying novel communicative actions, we also verified that the neural activity evoked by performance of the communicative and instrumental tasks was largely matched (Figure S2), and devoid of eye movement confounds (Figure S3). Having satisfied these pre-conditions, we proceeded to test the three hypotheses of this study. First, we isolated neural activity evoked by the communicative task over and above the instrumental task, testing whether those neural differences were present in the sensorimotor system or in higher-order cortical areas. We considered the whole time interval covered by the planning and observation epochs (epoch D and E in Figure 1), a conservative approach that intrinsically focuses towards neural effects spanning both epochs. Two brain regions (right temporal lobe and ventromedial prefrontal cortex; Figure 2A and C) falling outside the core sensorimotor systems exhibited significantly stronger power over a broad frequency range (Figure 2B and D) during the processing of communicative actions than during instrumental actions. There were no significant clusters where planning or observing instrumental actions evoked stronger responses than communicative actions.

The second hypothesis of this study predicts an overlap in the cognitive processes evoked during generation and comprehension of novel shared symbols. Accordingly, we tested whether those task-dependent neural differences are shared between planning (epoch D) and observing (epoch E) communicative actions. We used a minimum-statistic conjunction analysis (Nichols, et al., 2005) to isolate neural effects shared across communicative roles, and different from the corresponding instrumental roles (Price & Friston, 1997), effectively filtering out between-tasks differences that are not consistent across paired roles within each task (Figure S1C and D). The overlap in neural effects across communicative roles was statistically most pronounced in the 55–85 Hz gamma-band (Figure S4) and spatially encompassed the ventromedial prefrontal cortex (vmPFC) and the right temporal lobe (TL; Figure 2E, in brown).
Figure 2. Spatial and spectral characteristics of neural activity evoked during communicative and instrumental interactions. Brain regions exhibiting stronger gamma-band activity (55 - 85 Hz) when participants planned (A) and observed (C) communicative actions as compared to instrumental actions. The spatial distribution of the conjunction (E, in brown) was lateralized to the right hemisphere, covering most of the temporal lobe (TL) and ventromedial prefrontal cortex (vmPFC). Power spectral densities of neural activity (±1 SEM, striped for baseline epochs, filled for task epochs; B and D) indicate that the task differences were broadband in nature (compare blue vs. dark grey and orange vs. light grey ribbons), statistically most pronounced in the 55–85 Hz frequency range (in cyan). Spectral power is mean-centered (i.e. the average across the eight experimental epochs was set to zero) and variance-normalized (SD = 1) over subsequent 10 Hz frequency bins. When averaged over the whole task epochs, the differences in the right posterior superior temporal sulcus (pSTS) were present only during the observation epoch (but see Figure 3). The calcarine fissure (CF) is presented for control purposes, showing only band-limited modulations from baseline.
Neural characteristics of communicative interactions – temporal features

The third hypothesis of this study predicts that selecting and understanding novel shared symbols relies on a cognitive set implemented through ongoing neural activity that predates the occurrence of the communicative stimulus material itself. Therefore, we explored the temporal dynamics of an absolute index of neural activity, i.e. source-reconstructed time-resolved estimates of gamma band power (Gross, et al., 2001). This index is appropriate for isolating tonic state-dependent effects that are temporally stable and not exclusively bound to the occurrence of task events. We observed upregulated neural activity in three regions (Figure 3). A ventrolateral portion of the right temporal lobe showed a tonic upregulation of gamma-band power during both planning and observation of communicative actions (TL, Figure 3A and B), without transient responses time-locked to the sensori-motor events occurring during those epochs. This temporal dynamics indicate that neural activity in the right temporal lobe is modulated by the communicative task, but over a timescale decoupled from within-trial events. A different neural dynamics was found in the ventromedial prefrontal cortex. This region showed a sustained decrease in gamma-band power during the observation epochs of both tasks, again with stronger gamma-band power in the communicative task, and a sharp power increase when participants started selecting their actions on the basis of the observed movements of their co-player (vmPFC, Figure 3). This temporal dynamics indicates that neural activity in the vmPFC is tonically upregulated during performance of the communicative task, with planning and observation of actions evoking opposite computational loads in this region with respect to the pre- and post-epoch phases. A third temporal profile of gamma-band activity was found in the right posterior superior temporal sulcus (pSTS), a region previously reported to increase its metabolic demands as a function of communicative difficulty, both for Communicators generating novel communicative actions and Addressees trying to decode those signals (Noordzij et al., 2009). Differently from the ventral portions of the right TL and the vmPFC, the right pSTS is sensitive to computational demands that occur early in planning and that rise during action observation (pSTS, Figure 3).

Figure 3. Temporal characteristics of neural activity evoked during communicative and instrumental interactions. Gamma-band activity (55 – 85 Hz, in arbitrary units ±1 SEM) in posterior superior temporal sulcus (pSTS), temporal lobe (TL), ventromedial prefrontal cortex (vmPFC), and calcarine fissure (CF), time-locked to planning (A) and observation (B) onset and offset. The graphic panel at the bottom highlights the characteristics of the relevant task epochs. Both tasks induced transient changes in neural activity in pSTS, vmPFC, and CF. During the communicative task neural activity was tonically upregulated in TL, vmPFC, and pSTS, but not in CF.
Communicative consequences of tonic upregulation of gamma-band power

The gamma-band power changes described above were spatially and functionally specific, as illustrated by the absence of a tonic upregulation of gamma-band power during the same task epochs in a primary sensory area (the ipsilateral calcarine fissure, Figure 3 bottom row), despite strong transient changes in gamma-band power time-locked to the presentation of the visual stimuli. A fourth analysis tested whether those tonic gamma-band power changes are behaviorally relevant, with measurable consequences on the performance of the communicative task. We assessed trial-by-trial correlations of neural activity and behavioral performance (Appendix A). Gamma-band activity measured during the baseline period preceding the occurrence of observable events predicted the planning time of the subsequent trial epoch both when solving communicative and instrumental problems (both as Communicator/Salesman, or as Addressee/Roadworker). Critically, the spatial distribution and magnitude of the baseline neural activity predicting task performance differed as a function of the current cognitive set. During the communicative task, tonic baseline activity in the right temporal lobe (of both Communicator, epoch C in Figure 1; and Addressee, epoch D) predicted planning time in the same trial (Communicator: epoch D; Addressee: epoch F; r = 0.07 ± 0.02; t(23) = 2.5, p < 0.03; Figure 4A, C). The spatial distribution of this effect overlaps with the changes in gamma-band activity shared across the two communicators (Figure 2E). In contrast, during the instrumental task, tonic baseline activity in the parieto-occipital cortex (of both Salesman and Roadworker) predicted planning time in the same trial (r = 0.09 ± 0.02; t(23) = 3.5, p < 0.05; Figure 4B, C). The spatial distribution of this effect overlaps with the known contribution of the parieto-occipital cortex in supporting visuospatial transformations during action planning (Verhagen, Dijkerman, Medendorp, & Toni, 2012), and with the observation that planning time during the instrumental task was linearly related to the number of movement steps performed by the subjects in the subsequent task epoch. In both tasks, there were no significant correlations between tonic baseline activity and planning time in the preceding trial (r = 0.02 ± 0.02 for each task).
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Discussion

This study describes the spectral, spatial, and temporal features of neural activity evoked during the selection and comprehension of novel shared symbols, two processes essential for understanding the flexibility of human communication (Levinson, 2006; Tomasello, 2008). There are three main findings. First, solving novel communicative problems upregulated local neural activity in the right ventrolateral temporal lobe and the ventromedial prefrontal cortex, two regions necessary for processing conceptual knowledge and mental models of other agents (Lambon Ralph, et al., 2010; Milne & Grafman, 2001; Sabbagh, 1999).

Second, the same upregulation of neural activity was found across Communicator and Addressee, irrespectively of whether a communicative action was being selected or comprehended. This finding indicates that the overlapping neural upregulation was present well before the occurrence of a specific communicative problem. This finding provides a neural counterpart to the notion that the meaning of novel communicative actions is inferred by embedding those stimuli in a conceptual space whose activation predates in time the processing of the communicative stimuli themselves (van Berkum, van den Brink, Tesink, Kos, & Hagoort, 2008). Taken together, these observations indicate that the brain solves the computational challenges evoked by creating novel shared symbols by upregulating the same neuronal mechanism in the same brain regions across pairs of interlocutors, and over temporal scales independent from transient sensorimotor events (Hasson, Yang, Vallines, Heeger, & Rubin, 2008).

Tonically increased neural activity during communicative interactions

The upregulation of neural activity evoked by the presence of communicative demands had specific spatial, spectral, and temporal characteristics. First, the spatial distribution of differential neural activity between the communicative and the instrumental task was confined to the right temporal and medial prefrontal regions. These two areas have been shown to be necessary for accessing conceptual knowledge and mental models of other agents (Lambon Ralph, et al., 2010; Milne & Grafman, 2001; Sabbagh, 1999). Second, the spectral profile of this differential source-reconstructed neural activity was extremely broad. Physiologically, broadband shifts of local neural activity are functionally distinct from band-limited neuronal oscillations (Buzsaki & Wang, 2012), and they are thought to reflect changes in mean firing rates of neuronal populations, see Appendix B of this chapter for an elaboration on this topic.

Population-level firing rates have been shown to be affected by internal cortical states as much as by external stimuli (Arieli, Sterkin, Grinvald, & Aertsen, 1996; Luczak, Bartho, & Harris, 2013), and they are instrumental for integrating driving afferences with contextual information (Behabadi, Polsky, Jadi, Schiller, & Mel, 2012; Jarsky, Roxin, Kath, & Spruston, 2005; Larkum, 2012). Third, the temporal profile of the broadband shift of neural activity started already during the baseline epoch, before the presentation of a particular communicative problem, and well before the observation of communicative actions. This baseline-related local neural activity had measurable behavioral consequences on communicative performance during a subsequent epoch in the same trial (Figure 4), and it fits with the behavioral observation that these subjects displayed audience design during trials following a communicative error (Blokpoel, et al., 2012). Taken together, these observations suggest that the tonic upregulation of broadband neural activity evoked by communicative challenges reflects increased firing rates of neuronal populations in the right ventrolateral temporal lobe and the ventromedial prefrontal cortex. Those increased firing rates might provide a neurophysiological mechanism for integrating the current communicative problem with conceptual knowledge. Crucially, the present data suggest that this integration is not temporally bound to the presentation of a specific communicative problem in the course of a trial. In fact, the current findings support the notion that conceptual knowledge during a communicative interaction needs to be continuously aligned to the conversational context and to the interlocutor’s behavior (Clark, 1996). The tonic upregulation of broadband activity observed in this study during communicative interactions might be a novel neural marker of this cognitive phenomenon.

Shared tonic computations between production and comprehension of communicative actions

A large portion of the right temporal lobe showed a sustained increase in broadband activity during both planning and understanding of communicative actions. This finding qualifies the characteristics of the coarse spatio-temporal cerebral overlap between communicators reported in previous studies (Lerner, et al., 2011; Noordzij, et al., 2009; Schippers, Roebroeck, Renken, Nanetti, & Keysers, 2010; Stephens, et al., 2010). Namely, the presence of a spectral overlap between communicators suggests that the human brain uses the same neurophysiological mechanisms when planning and understanding communicative actions. Given that those two epochs had considerable sensorimotor differences, and that the spectral overlap arose from brain
regions necessary for processing conceptual knowledge and mental models of other agents, it is conceivable that Communicators and Addressees might share a basic conceptual mechanism that supports a rapid exploration through a large search space (Noordzij, et al., 2009).

Shared phasic computations during social and non-social behaviors
This study shows that solving complex communicative and instrumental problems relies on computational processes with a surprisingly matched phasic neural dynamics. For instance, gamma-band power in the ventromedial prefrontal cortex transiently increased during the selection of complex action sequences, irrespectively of the communicative characteristics of those actions. The within trial fluctuations of gamma-band power in pSTS also showed a strikingly similar pattern when solving communicative compared to instrumental problems. These findings suggest that vmPFC and pSTS are involved in selecting communicative actions using neural dynamics similar to those involved in selecting non-communicative actions (Behrens, et al., 2009). This observation argues against the notion that these two regions are exclusively dedicated to social cognition (Adolphs, 2009).

Conclusions
Humans are surprisingly effective at creating novel shared symbols (de Ruiter, et al., 2010; Galantucci, 2005), an evolutionary anomaly at the root of human communication (Levinson, 2006; Tomasello, 2008). This study describes the spectral, temporal, and spatial characteristics of neural activity evoked during planning and understanding of novel communicative actions. The computational challenges evoked by solving communicative problems result in tonically upregulated neural activity over right temporal and ventromedial prefrontal regions. The phasic temporal dynamics of those regions was sensitive to the occurrence of transient sensory or motor events, but it was indifferent to the communicative characteristics of the problems. These findings define the neurophysiological characteristics of a mechanism supporting human communicative innovation, opening the way for understanding the neural implementation of human symbolic communication.
Supporting Information

Experimental setting

Each pair of participants engaged in two types of real-time sequential interactive tasks, a communicative task and an instrumental task – Figure 1 – with the order of presentation of the two tasks counterbalanced over participant pairs. The interactions between participants took place on a digital grid, visually presented and computer-controlled. Each participant controlled the movements of a token on the game board by means of a hand-held controller. Four buttons controlled by the right thumb moved the token to the left, right, up and down, respectively; the right shoulder button rotated the token 90 degrees clockwise; and the left shoulder button was used as a start- and end- button (panel A). During the experiment, one participant was supine on a bed inside a magnetically-shielded and sound-proof room. This participant was facing a projection screen and holding a MEG-compatible hand-held controller (with the electrical wiring replaced by fiber optic cables - panel B). The visually presented digital game board subtended a visual angle of ~2° to minimize eye movements. The other participant sat outside the magnetically shielded room, in front of a 19 inch LCD monitor, using a structurally identical hand-held controller and wearing a sound-proof headset. An experiment lasted about three hours (see Experiment details below).

Experiment details

An experiment lasted about three hours with the following sequence of experimental sessions: preparation of the participants (delivery of instructions, placement of electrodes for electrocardiogram (ECG) and electrooculogram (EOG), ~20 minutes); training with using the hand-held controller (~15 minutes); training in the first interactive game (20 trials, ~20 minutes); performance/recording of the first interactive game (80 trials, ~45 minutes); training in the second interactive game (20 trials, ~20 minutes); performance/recording of the second interactive game (80 trials, ~45 minutes); acquisition of a MR anatomical scan (~15 minutes). Task events within each training and performance sessions were programmed using Presentation 9 (Neurobehavioral...
Communication interaction

This task involves two players alternating between the roles of Communicator and Addressee across successive trials. At trial onset, each player is assigned a role and a token (left panel of Figure 1, epochs A and B: role and token assignment). After a baseline epoch consisting of an empty grid display (epoch C: baseline period), the Communicator (and the Communicator only) is shown the target configuration of that trial (epoch D: planning). The target configuration contains the tokens of the Communicator and the Addressee, at the grid locations and orientations they should have at the end of the trial. The Communicator knows that the Addressee does not see the target configuration, and that he cannot move the Addressee's token. Therefore, the Communicator needs to communicate to the Addressee the location and orientation that her token should have at the end of the trial. To comply with the task requirements, the Communicator also needs to ensure that at the end of his turn his token is at the location and orientation specified by the target configuration. In this game, the only means available to the Communicator for communicating with the addressee is by moving his own token around the grid, namely horizontal translations, vertical translations, or clockwise rotations. Both Communicator and Addressee also know that the Communicator has unlimited time available for planning his moves, but only five seconds for moving his token on the grid. The Communicator signals his readiness to move by pressing the start/stop button. At this point, the target configuration disappears, the Communicator's token appears in the center of the grid, and he can start moving his token (epoch E: movement). After five seconds, or earlier if the Communicator hits the start/stop button again, the Communicator's token cannot move further and the Addressee's token appears in the center of the grid. This event indicates that the Communicator has acquired control over her token. The Addressee has unlimited time to infer the target location and orientation of her token on the basis of the observed movements of the Communicator (epoch F: planning). After the Addressee presses the start/stop button, she has five seconds to move her token (epoch G: movement). Finally, after five seconds, or earlier if the Addressee hits the start/stop button again, the same feedback is presented to both players in the form of a green tick or red cross (positive or negative feedback, respectively; epoch H: feedback). The feedback indicates whether the participants had matched the location and orientation of their tokens with those of the target configuration.

Instrumental interaction

In this task, two players alternated between the roles of Salesman and Roadworker across successive trials. At trial onset, each player is assigned a role and a token (right panel of Figure 1, epochs A and B: role and token assignment). After a baseline epoch consisting of an empty grid display (epoch C: baseline period), only the Salesman is shown the target configuration of that trial (epoch D: planning). The target configuration contains the tokens of the Salesman and the Roadworker. Differently from the communicative task, the target configuration of the instrumental task defines the trial-specific conditions of a problem that the Salesman needs to solve individually. Namely, the goal of the Salesman is to select a path of translations of his token through the grid, passing through a set of waypoints, in the following sequence: 1) starting position in the center of the grid (where the Salesman's token is placed at the end of the planning phase); 2) location of the Salesman's token as displayed in the target configuration (labeled as Salesman's “home” for clarity); 3) location and orientation of the token displayed in the target configuration that is different from the Salesman's token (labeled as the “outlet” for clarity); 4) location of the Salesman's home. The Salesman needs to satisfy a further requirement, namely he needs to pass exactly twice through one grid location different from the Salesman's home (that is also meant to be visited twice, see points 2 and 4 above). As in the communicative task, during the instrumental task the Salesman has unlimited time available for planning his moves, but only five seconds for moving his token on the grid. The Salesman signals his readiness to move by pressing the start button. At this point, the target configuration disappears, the Salesman’s token appears in the center of the grid, and he can start moving his token (epoch E: movement). After five seconds, or earlier if the Salesman hits the start button again, the Salesman's token cannot move further and the Roadworker's token appears in the center of the grid. This event indicates that the Roadworker has acquired control over her token. Similarly to what happened for the Addressee in the communicative task, the task of the Roadworker in the instrumental task depends on the movements of the co-player (i.e. Salesman). However, differently from the communicative task, in the instrumental task the Roadworker uses...
inadvertently displayed features of the Salesman's movements to solve her task. Namely, the Roadworker is asked to move to the grid location visited twice by the Salesman, excluding the Salesman's house. The Roadworker has unlimited time to decide where to move her token on the basis of the observed movements of the Salesman (epoch F: planning). After the Roadworker presses the start button, she has five seconds to move her token (epoch G: movement). Finally, after five seconds, or earlier if the Roadworker hits the start button again, feedback is presented to the two players in the form of a green tick or red cross (positive or negative feedback, respectively; epoch H: feedback). The feedback indicates to each player independently whether they had complied with the requirements of the instrumental task on that trial.

Manipulations of task difficulty
In both the communicative and instrumental task, we increased task difficulty across successive trials (for examples see Figure S1A and B). In the communicative task, the rationale of this intervention was to drive participants to continuously create new communicative behaviors, rather than exploiting already established communicative conventions. Communicative task difficulty was increased by introducing deliberate mismatches between the geometrical characteristics of the tokens of Communicators and Addressees. For instance, when the Communicator's token was a circle and the Addressee's token was a triangle (Figure S1A, middle column), then the Communicator needed to find a new way to indicate to the Addressee the orientation of her token, since rotations of the circle token were not visible. A further level of difficulty could be introduced by using a triangular token pointing outward the grid as the Addressee's target configuration, the Communicator's token being a circle (Figure S1A, right column).

In the instrumental task, the rationale was to match the surface behavior evoked in the communicative task. Instrumental task difficulty was also increased by introducing triangular shaped tokens for the Roadworker (the “outlet”). Outlets with a triangular token required the Salesman to leave the outlet along the direction to which the token was pointing and to enter it from any but the same side (‘one-way rule’, Figure S1B, middle column). A further level of difficulty could be introduced by using a triangular token as the Salesman's home since then the same rule would also apply to that location (Figure S1B, right column). Triangular tokens would also increase task difficulty for the Roadworker. Namely, if the Roadworker's token was a triangle, her task would then involve rotating her token such that the triangle pointed to the direction of the movement of the Salesman's token when it left that re-visited location the second time.

Behavioral data analysis
We considered mean planning times, mean movement times, and mean number of moves of Communicator and Addressee in the communicative task, and Salesman and Roadworker in the instrumental task (see Figure S1). These dependent variables were calculated for each of the twenty-four pairs of participants and for each of the two tasks, and compared statistically by means of paired t-tests (two-tailed α-level = 0.05). We also compared the mean time spent on target locations and on non-target locations (within movement epochs E – Figure 1) separately for each game, in a 2-way ANOVA with task setting (communicative, instrumental) and location (target, non-target) as factors. In the communicative task the target refers to the Addressee's target location that had to be communicated by the Communicator. In the instrumental task the target was defined as the location that had to be visited twice by the Salesman and reached by the Roadworker. Non-target locations were defined as the other grid locations visited by the Communicator or by the Salesman. We considered pairs of participants as the unit of observation for the statistical analysis since in the communicative task performance is dependent of both elements of a pair, and for consistency we adopted the same approach with the instrumental task. Finally, we considered the percentage of correct trials achieved by the participants in the communicative and instrumental task. Given the tasks characteristics, correct outcome could be defined on the basis of individual performance in the instrumental task, but only on the basis of joint performance in the communicative task. Accordingly, we refrained from directly comparing performance between the two tasks.

MEG source reconstruction
Participant-specific anatomical MRIs were used to linearly transform a 3-dimensional template grid (10 mm spacing) in MNI coordinates (MNI; Montreal Neurological Institute, Montreal, Quebec, Canada) to the coordinate system specific to the participant's head. To this end we used SPM8 (Statistical Parametric Mapping; http://www.fil.ion.ucl.ac.uk/spm) to estimate the affine transformation between the two coordinate systems. We subsequently applied the inverse of this transformation to obtain grid positions at matched brain locations across participants. For each of the positions on that grid, neural activity was estimated using a frequency-domain ‘beamforming’ approach. This method constructs spatial filters for each of the grid positions, passing the activity from the location of interest with unit gain, while maximally suppressing activity from all other possible sources of neural and non-neural electrical activity. The beamformer spatial filter is constructed from the lead field and the cross-spectral-density matrix of the data. The lead field is the
physical forward model of the field distribution calculated from an assumed source at a given location and the participant-specific volume conduction model of the head. Here, we used a single-shell volume conduction model of the brain, based on the brain boundary determined by the segmented anatomical MRI, and computed the leadfields according to (Nolte, 2003). In this study, we considered spatial filters generated by using condition- and participant-specific lead fields. This approach takes into account and controls for differences in head position and orientation of the sources relative to the MEG sensors, leading to more consistent and less biased estimates of source-level effects across participants and conditions.

General assessments of neurophysiologic data
The participant’s head position relative to the MEG sensors was measured before, during, and after each session using localization coils, placed at the nasion and the left and right ear canals. Before the second session, each participant was asked to reposition his/her head in the same location and orientation as the position measured before the first session, using a real-time head localizer tool (Stolk, Todorovic, et al., 2013). To test for systematic differences in head positions, we computed the difference in the position of the center of the head between the two sessions for all participants. The average position difference along the axis accounting for most of the variance was 0.6 ± 0.4 mm (mean ± SEM), an indication of strong inter-session consistency in head location. Electrocardiogram traces (ECG), and vertical and horizontal electrooculogram traces (EOG_v and EOG_h) were recorded during task performances, using 3 pairs of 10-mm diameter Ag-AgCl surface electrodes with bipolar montages. The ECG showed no statistically significant differences in heart rate; communicative setting 69.2 ± 1.8 bpm versus instrumental setting 69.5 ± 2.1 bpm (mean ± SEM). The EOG traces showed no statistically significant differences in overall signal energy: Communicator vs. Salesman, t(23) < 0.8; and Addressee vs. Roadworker, t(23) > -1.4 (paired samples t-tests). To provide a more stringent filter against the effects of eye movements on the spatial distribution of task-related effects and on the temporal dynamics of source-reconstructed activity, we directly removed continuous eye movement estimates from the source-reconstructed MEG data prior to further analyses. The contribution of vertical (EOG_v) and horizontal (EOG_h) electro-oculographic signals was estimated in the same time segments and frequency bands as that of the source-reconstructed signal, and removed from that signal, according to the following procedure:

\[ Y = b_0 C + b_1 EOG_v + b_2 EOG_h + E \]

where Y is source data over K trials, \( b_0 \) is the intercept constant, C is a K vector of ones, \( b_1, b_2 \) are regression coefficients for eye movement related activity recorded at the vertical and horizontal EOG channels respectively. E is unexplained model error. The least squares solution to the linear equation,

\[ \min ||Y - b_0 C - b_1 EOG_v - b_2 EOG_h||^2 \]

then results in three b values per voxel (two for the EOG channels, and one constant). Subsequently, the estimated contributions of the EOG regressors to the source reconstructed spectral power was removed from the original single-trial source data:

\[ Y_{\text{clean}} = Y - b_1 EOG_v - b_2 EOG_h \]

where \( Y_{\text{clean}} \) represents the data with eye movement related variance removed (and with the intercept constant remaining in the data). Supplemental Figure 3 illustrates the spatial distribution of beta values estimated for each EOG channel (vertical and horizontal) and epoch type (planning and observation of actions). It can be seen that the EOG signal in the 55 – 85 Hz band was significantly correlated with source-reconstructed activity from orbitofrontal cortex, most likely due to both locations picking up activity of the extra-ocular muscles involved during saccades (Carl, Acik, Konig, Engel, & Hipp, 2012; Keren, Yuval-Greenberg, & Deouell, 2010).

Trial-by-trial coupling between baseline neural activity and task performance
The source level trial-by-trial gamma-band powers were ensured free from head movements (Stolk, Todorovic, et al., 2013) prior to computing trial-by-trial correlations between gamma-band activity and planning times in a subsequent trial epoch. The planning times (i.e. Communicator/Salesman and Addressee/Roadworker in trial epochs D and F resp.) were log-transformed and both dependent variables were normalized per task role separately before concatenation (with equal number of trials per interaction type) and subsequent correlation. The significance of the coupling was tested by testing the z-transformed single-subject correlations null at the group-level.
Supplemental Figure 1. Representative examples (A and B) and summary statistics (C-F) of interactive behaviors in the communicative and instrumental tasks. (A, B) Each column shows representative examples of interactive behaviors at three different levels of task difficulty, separately for communicative interactions (panel A) and instrumental interactions (panel B). The first row describes the initial problem faced by the Communicator (panel A) and by the Salesman (panel B). This task epoch corresponds to epoch D in Figure 1. The second row in each panel describes the actions of the Communicator/Salesman (see epoch E in Figure 1), i.e. horizontal/vertical translations (arrows), sequences of translations (broken arrows), return translations (double arrows), and 90 degree clockwise rotations (small curved arrows). The third row in each panel describes the actions of the Addressee/Roadworker (see epoch H in Figure 1). On the next page we provide an account of some frequently observed interactive behaviors.

(C) Planning times (epoch D in Figure 1), Movement times (epoch E in Figure 1), and Number of moves of Communicators and Salesmen. Note that the Communicator and Salesman Movement times determine the Addressee and Roadworker observing times. (D) Planning times (epoch F in Figure 1), Movement times (epoch G in Figure 1), and Number of moves of Addressees and Roadworkers. Note that Addressees make more moves than Roadworkers, whereas Communicators make fewer moves than Salesmen. Therefore, task-related differential effects common to Communicators and Addressees (Figure 2E) cannot be driven by these behavioral differences in task performance. (E) Percentage of successful trials in the communicative and instrumental task. Note that, in the communicative task, successful performance is conditional on both players (green bar); the same parameter is provided for the instrumental task (grey bar). (F) Mean time spent at grid locations within the movement intervals, separately for target and non-target locations (in each case the average per trial is taken). In the communicative trials, target refers to the Addressee’s target grid location that had to be communicated by the Communicator. For the instrumental trials, target refers to the location that was meant to be visited twice by the Salesman. The non-target locations refer to other visited locations on the digital grid. Error bars indicate ±1 SEM. *, p < 0.001.
Supplemental Figure 1 continued.

Communicative interaction – Easy: The Communicator moves towards the addressee's target grid location (orange token), pauses, then moves his token to the own target location (blue token). The pause is dysfunctional to the communicator’s goal of reaching his target. The Addressee infers that this instrumentally dysfunctional behavior performs a communicative function, marking the location that her token should have on the grid.

Communicative interaction – Medium: The Communicator moves towards the Addressee’s target grid location, pauses, then moves one grid location along the direction the triangle is pointing to, moves back to the Addressee's target location, pauses again, and then moves to the own target location. The ‘wiggling’ signal (i.e. moving one grid location aside and back, depicted by the double arrow) is a more complex instrumentally dysfunctional behavior that assumes a communicative value, providing the addressee with an indication for the orientation that her token should have on the grid.

Communicative interaction – Hard: The Communicator makes a detour before going towards the addressee’s target location, pauses at the Addressee’s target location, and then goes to the Communicator's own target location. Marking the orientation of a token pointing outwards on the grid cannot be mapped to the communicative behaviors described above. Communicators solve this problem by exploiting the conversational context set by the previous examples, namely avoiding to produce wiggle, and marking this absence with an instrumentally dysfunctional detour. The absence of an orientation signal (the “wiggles”), together with an ostensive cue marking the salience of that absence (the detour), provides a new communicative signal that is interpreted as indicating a token orientation that cannot be marked by the “wiggle” strategy. Please note that this is only one among a series of possible solutions. For instance, some Communicators use the number of subsequent “wiggles” to mark the number of clockwise rotations that the Addressee needs to make to achieve the target orientation of her token.

Instrumental interaction – Easy: The Salesman moves towards the salesman’s “home” (blue token) and returns to the grid location he came from which he now visited twice. He then moves towards the “outlet” (orange token) and subsequently to his “home” again, while avoiding re-visiting another grid location. There are three alternative solutions of which two include the re-visiting of the center left grid location instead. The Roadworker moves towards the grid location visited twice by the Salesman conform her objective (‘repairing’ the grid location visited twice by the Salesman).

Instrumental interaction – Medium: The Salesman visits the home location, then the outlet while obeying the one-way rule associated with the triangle's orientation (a triangular token required the salesman to leave that grid location along the direction to which the token was pointing and to enter it from any but the same side), and subsequently moves towards the home while re-visiting the center field (the start at the center grid counts as one visit to this location). The Roadworker stays at the center grid but rotates her token such that the triangle points to the direction of movement of the Salesman's token when it left that re-visited location the second time, conform her objective (see Manipulations of task difficulty in the SI Materials and Methods).

Instrumental interaction – Hard: While the Salesman now has to move along the one-way rules of two tokens, there is only one solution to his problem. The Salesman moves to the right so he can enter and leave his home along the direction of the triangle's point, and then moves around the grid towards the outlet while not re-visiting any other grid location. He subsequently enters and leaves the outlet along the direction the triangle is pointing to, re-visits a previously visited grid location for the first time before returning home. The Salesman does not need to match any orientation with his own token. The Roadworker's token is triangular shaped and, therefore, needs to match the Salesman's movement direction (similar to the Medium example). However, since her token's orientation at start already matches the target orientation of this trial, she moves towards the Salesman's re-visited location without making any additional rotations.
Supplemental Figure 2. Spatial, spectral, and temporal profile of task-related neural activity (A-D). The task evoked modulations in signal power (relative from baseline) indicate highly comparable patterns of induced neural activity in the sensorimotor system (occipital and posterior parietal cortex) within the two planning epochs (Communicator and Salesman; first and second column) and within the two observation epochs (Addressee and Roadworker; third and fourth column). The top two rows (A and B) represent the spatial, temporal, and spectral characteristics of changes in high frequency power (> 30 Hz) evoked by the task. This analysis was based on 200 ms windows tapered with a set of 3 orthogonal Slepian tapers. The bottom two rows (C and D) represent similar characteristics of changes in low frequency power (< 30 Hz) evoked by the task. This analysis was based on 500 ms windows and a single Hanning taper. (A) Lateral views on functional source reconstructions of gamma (55 – 85 Hz) activity evoked during the whole of the planning and observation epochs contrasted with the endmost second of their preceding baseline periods. (B) The power responses resolved in time and frequency in voxels that survived the multiple comparison statistics as a positive cluster in A (p < 0.05). (C) The power responses resolved in time and frequency in voxels that survived the multiple comparison statistics as a negative cluster in D (p < 0.05). (D) Lateral views on functional source reconstructions of alpha (8 – 12 Hz) activity evoked during the whole of the planning and observation epochs contrasted with the endmost second of their preceding baseline periods.

Supplemental Figure 3. Contributions from eye movement during the planning (upper row) and observation of actions (bottom row) were estimated and regressed out from the source-reconstructed data prior to further analysis. The normalized beta-weights (obtained by normalizing the source and EOG data prior to multiple linear regression analysis) reveal the spatial structure of source-reconstructed activity, i.e. around the extra-ocular muscles, that is significantly correlated with vertical and horizontal EOG activity in the 55 - 85 Hz frequency range. The threshold of the color axis was raised in order to resolve the spatial structure around the statistically significant peaks (t-value > 8, p < 0.05, multiple comparison corrected). The upper beta-values are the peaks.
Supplemental Figure 4. The t-statistics per frequency bin indicate that the differences in (absolute) neural activity between the communicative and instrumental task epochs were statistically most pronounced in the 55-85 Hz gamma-band (in cyan). The panels follow the presentation order of the power spectral densities in Figure 2B and D. The solid lines represent the t-statistics derived from group-level paired t-tests on source-reconstructed cerebral neural activity evoked during the whole of the planning and observation epochs. The dashed lines represent the same contrasts, but now regarding the endmost second of preceding baseline periods during which only the empty grid was presented.

Supplemental Movie 1. Representative example of interactive behavior in the communicative task. This movie illustrates the average timing of the participants during this task, with one second added before and after each transition across trial epochs to facilitate vision of the trial sequence. During a communicative interaction, a target configuration was shown to the communicator only (communicator epoch D). To achieve that target configuration, the Communicator needed to convince the Addressee to move her token (in orange) to the desired target location and orientation. The Communicator could achieve this only by moving his token (in blue) across the digital grid, knowing that the Addressee will observe those movements (Addressee epoch E) to decide where and how to move her token (Addressee epoch G). The success of a communicative interaction relied on the Communicator designing an action that could be understood by the Addressee (during planning in epoch D), and on the Addressee inferring the Communicator’s intentions (during observation in epoch E).

Supplemental Movie 2. Representative example of interactive behavior in the instrumental task. This movie illustrates the average timing of the participants during this task, with one second added before and after each transition across trial epochs to facilitate vision of the trial sequence. During an instrumental interaction, the Salesman’s objective was to travel between two grid locations while visiting only one grid location twice (Salesman epoch D), knowing that the Roadworker will observe those movements (Roadworker epoch E) to decide where and how to move to the grid location visited twice (Roadworker epoch G). A triangular token required the Salesman to leave that grid location along the direction to which the token was pointing and to enter it from any but the same side (‘one-way rule’). Concomitantly, it required the Roadworker to rotate her token such that the triangle pointed to the direction of the movement of the Salesman’s token when it left the re-visited location the second time. The success of an instrumental interaction relied on the Salesman designing an action according to pre-established rules (during planning in epoch D), and on the Roadworker implementing her assigned rules according to the behavior of the Salesman (during observation in epoch E).
Supplemental Movie 3. Movies 3, 4, and 5 reproduce exactly the behavior of the participants recorded during the trials on display, with one second added before and after each transition across trial epochs to facilitate vision of the trial sequence. Interactive behaviors evoked during trial #26 of the communicative task in 4 different participant pairs. Three successful pairs showed different communicative behaviors, illustrating how different conversational contexts may evoke different communicative behaviors with the same meaning. For instance, subjectively interpreted, the Communicator of pair #6 briefly pauses on the target location and then uses an “exit-point” strategy to indicate orientation, leaving that grid location along the direction to which the triangular token needs to point (Movie 3A). Communicator #18 uses an “entry- and exit-point strategy”, making two additional rotations at the target location to emphasize the need for the Addressee to rotate (Movie 3B). Communicator #21 moves to the target location and rotates as many times as the Addressee has to rotate (Movie 3C). The interpretation of those behaviors is by no means trivial. For instance, in participant pair #2 (Movie 3D), the Communicator makes a similar communicative behavior (two rotations at the target location) as the Communicator of pair #18 (see Movie 3B), but it is interpreted differently by the respective Addressees. Arguably, Addressee #2 may have inferred from the Communicator’s actions that she needed to rotate twice, similar to the strategy used by pair #21.

Supplemental Movie 4. Interactive behaviors evoked during trial #30, #32, #46, and #50 of the communicative task by the same participant pair (pair #21). A communicative behavior can have different meanings in different trials, depending on the current conversational context of a pair. For instance, in trial #30 the Communicator uses an “exit-point” strategy to indicate the orientation of the Addressee’s triangular token, leaving the relevant grid location along the direction where the triangular token needs to point (Movie 4A). In trial #32 (and onwards), the same player has started to use a “wiggle” strategy to indicate the target orientation of the triangle (Movie 4B). In trial #46, the same player is presented (for the first time) with a goal configuration involving a triangle that points ‘outwards’. In this trial, the wiggle is absent (Movie 4C). This absence is successfully interpreted by her Addressee as indicating an unusual orientation of the triangle. The success of this communicative interaction is even more remarkable given that in trial #30 the Communicator produced a similar behavior to mean a different goal configuration. In this pair of participants, the absence of a wiggle as a mark for an outward pointing triangle is used in a few more trials (e.g. trial #50, Movie 4D), until a different strategy is selected in later trials (not shown).

Supplemental Movie 5. Interactive behaviors evoked during trial #9, #11, and #17 of the communicative task by the same pair of participants (pair #9). A particular problem type can induce different communicative behaviors in different trials, depending on the current conversational context of a pair. For instance, in trial #9 both participants’ tokens are triangular, and the Communicator tries to convey to the Addressee her goal configuration by matching it with his own token (Movie 5A). This strategy, however, does not apply to trial #11, where each player controls a differently shaped token, forcing them to negotiate a different strategy. In this case the Communicator chooses to wiggle to indicate the orientation of the triangle, and the meaning of this behavior is understood by the Addressee (Movie 5B). This shared symbol is also used in trial #17 (Movie 5C), despite the fact that the problem presented in this trial is similar to the problem of trial #9, and that in trial #9 a different communicative behavior was used (see Movie 5A).
Appendix B

A neurophysiological account of state-dependent processing during human communication

Broadband shifts – the brain “at work”. Brown Bag Meeting (2011), Donders Centre for Cognitive Neuroimaging
Abstract

A remarkable feature of the brain, and of the cerebral cortex in particular, is the ability to associate aspects of perceived experience with an internal representation of the world and make predictions about the future. How these complex cognitive processes are rapidly brought about by the intricate network of neurons that composes the human brain remains a mystery. The neural signal recorded by electrodes placed on the cortex or scalp is very rich, and in the past decades a large body of literature has been devoted to analyzing averaged evoked responses in the temporal domain, or focused more on rhythmic patterns observed in the spectral domain. However, increasing evidence suggests that the neural signal might contain highly relevant information beyond the evoked or rhythmic features. As I will outline in the present chapter appendix, a spatially resolved, non-oscillatory, broadband signal can be observed in the electrophysiological signal originating in the cerebral cortex, and it is in fact likely to be a macroscale correlate of population firing rate. This finding is based on simulation of neural activity based on a 'leaky integrate-and-fire' neuron model. Furthermore, in this appendix I will hypothesize about a relationship between the underlying mechanism of the broadband phenomenon and the phase of low-frequency rhythm, the blood-oxygenation-level-dependent (BOLD) signal, and higher cognitive functions (e.g. human communication).

The noisy brain

"Noise" typically is considered undesired as it interferes with the quality of a signal, but disregarding it completely without trying to understand the observed noise, or at least quantifying it, might also mean disregarding potentially relevant information. Since the discovery of the well-known alpha-brain-waves by Hans Berger in 1924, cognitive neuroscientists have had a strong focus on brain signal components within a special timescale, i.e. rhythmic activity. But what about non-oscillatory activity, i.e. the broadband signal we typically observe in the power spectral density spectrum computed from our brain signals? It has no special timescale and in the power spectrum it ends up 'everywhere' with a typical 1 over $f$ falloff with increasing frequency $f$ (see Figure 1A). Could it contain relevant information?

Power-law scaling

Many phenomena other than the brain signal power spectral density follow a power-law, such as the sizes of earthquakes, craters on the moon, solar flares, foraging patterns of various species, frequencies of words used in most languages, and frequencies of family names. The power-law, see equation below, refers to the 1/$f$ falloff of power spectral density $P$ with increasing frequency $f$.

$$P \sim A \cdot f^{-\alpha}$$

where the coefficient $A$ determines the amplitude of the entire power spectral density and the scaling index $\alpha$ determines the scale. Crucially in 'broadband shifts', the shape is preserved but the amplitude is not. Viewed in the frequency domain, the (temporal) power spectrum of arrhythmic brain activity roughly follows a straight line when plotted in coordinates of log power versus log frequency (see Figure 1B).

Shifting in the entire power spectral density spectrum are referred to as broadband shift. Importantly, these broadband shifts reflect the changes in the amplitude of all frequencies, and not the exponent (the scaling index, e.g. the black line in Figure 1B). This latter feature of the brain signal is potentially equally interesting. Namely, the power-law exponent has been found to differ between brain networks and to correlate with fMRI signal variance and brain glucose metabolism (He, 2011; He, Zempel, Snyder, & Raichle, 2010). But the scope of present investigation is restricted to changes in amplitude of the entire spectrum, i.e. broadband spectral changes, as these could represent a (macroscale) correlate of local neuron population activity (Miller, 2010).
In the remainder of this appendix, I will first describe where and when they have been found, and what is driving them. Second, I will generate broadband shifts, using a simulation involving a ‘leaky-integrate-and-fire’ neuron model. It will become apparent that the \(1/f\) shape in the power spectrum is likely related to synapse and membrane parameters (\(x\) in the power-law formula); the amplitude (\(A\) in the power-law formula) is related to spike firing rates. Third, I will briefly speculate and present my thoughts on links between broadband shifts and low-frequency phase, the BOLD signal, and higher cognitive functions. This last point in particular may be of interest for the cognitive operations occurring in human communication, as we have seen in the present thesis chapter (chapter 3.1).

### Empirical findings

Several studies have already shown the functional and behavioral relevance of broadband spectral changes. For example, in an electrocorticography (ECoG) study involving repetitive, self-paced finger movements (Miller, denNijs, et al., 2007; Miller, Leuthardt, et al., 2007; Miller, et al., 2009), an average shift in broadband spectral power was found in the signals of electrodes overlaying motor cortex when subjects started to make those movements as compared to rest. Power-law fits demonstrated a scaling index \(x\) of 4 for frequencies > 80 Hz and 2 for < 80 Hz, consistent over subjects. Furthermore, there was a ‘knee’, i.e. a bump, around this frequency.

Another study (Ray & Maunsell, 2011) highlights the functional difference between the gamma-rhythm and what the authors call ‘high-gamma activity’ (between 50 and 150 Hz). When a larger stimulus was shown, gamma rhythm power at 50 Hz increased simultaneously in macaque primary visual cortex, but high-gamma activity favored the smaller stimulus. Furthermore, the authors found a relation between this high-gamma activity and neuronal firing rates. In fact, this correlation had a different, negative sign for the gamma rhythm. These results distinguish broadband high-gamma activity from gamma oscillations as an index of neural firing near the microelectrode. And it suggests that high-gamma activity is not the same type of process as gamma oscillations, simply operating at a higher or broader frequency. Instead, it seems to be related to spiking activity and these results therefore highlight the importance of making a careful dissociation between gamma rhythms and broadband/high-gamma activity.

Here I would like to postulate that this so called high-gamma activity might actually be a reflection of a broadband shift (a shift in power at each frequency) of which the low-frequency portion may become obscured at lower frequencies.
by coincident changes in rhythmic phenomena. This rationale is reinforced by another study in which human subjects were recorded intracranially when performing a virtual navigation task (Manning, et al., 2009). The researchers found that the overall power in the local field potential (LFP) powerspectrum changed over time. Then they found that the changes in neuronal firing rate were concurrent with those changes in broadband LFP power. Manning and colleagues thus demonstrated that broadband spectral change in the electric potential is correlated with neuronal action potential firing rate.

Recent measures of activity in cell assemblies of zebrafish olfactory bulb underscore the functional relevance of the temporal characteristics of those firing rates. Namely, it was found that subsets of output neurons (mitral cells) engage in synchronized oscillations during odour responses, but information about odour identity was contained mostly in the non-oscillatory firing rate pattern (Blumhagen et al., 2011).

Finally, it is worth mentioning here that broadband shifts have also been found in a recent electroencephalography (EEG) study (Onton & Makeig, 2009). EEG is typically measured extracranially and may capture brain signals that are smeared by the skull, as compared to ECoG. It typically has a lower signal-to-noise ratio and may therefore require more advanced techniques (i.e. involving spatial filtering) to reconstruct small effects on the signal originating from the brain. Onton and her colleague used a non event-related paradigm without external stimulation. They found broadband shifts originating from sources in anterior temporal lobe with the imaging of emotional states. They further illustrated that there are more sources that can produce broadband spectral changes and that typically mix with the EEG signal, such as eye, head, and jaw muscles, emphasizing the relevance of the advanced signal analysis techniques that were used.

Simulation

The empirical findings mentioned above support the idea that a relation exists between broadband LFP power and neuronal firing rate. We will perform a relatively simple simulation to provide us insight into this relation. In this simulation, we will simulate the effect of neuronal firing on the local field potential of a pyramidal cell in grey matter. Our ECoG/EEG signal is best seen as the spatial average over many of these LFPs. Beneath one electrode, there are many neurons (see Figure 2A), each having many synapses where they receive inputs. For our simulation, we will focus on one pyramidal neuron of such a population. We will generate broadband shifts using three steps:

1) During active computation, the population of pyramidal neurons engages in a complex, Poisson-distributed (noise-like) pattern of mutual excitation (indicated with label ‘1’ in Figure 2B).

2) Each arriving action potential from a presynaptic neuron induces a post-synaptic current. Its temporal shape has an extremely fast rise and an exponential decay (label ‘2’ in Figure 2B).

3) While the temporally integrated postsynaptic charge (bolus) diffuses toward the soma, it loses current across the dendritic membrane (label ‘3’ in Figure 2B).

The combination of these three processes is thought to be the source of macroscale potentials as picked by an ECoG/EEG electrode. The last two steps can be seen as the origin of the 1/f shape in the power spectrum. The first step determines the amplitude of the entire power spectrum.
It is worth emphasizing here that, unlike axonal action potentials, dendritic spikes do not propagate reliably over long distances in dendrites. If dendritic spikes fail to entirely propagate to the soma, this results in subthreshold somatic depolarization, and no action potential is triggered in the axon. Although no downstream action potential is triggered, changes in the transmembrane potential are occurring. The time dependence of transmembrane potentials are captured by the LFP, and likely by the macroscale potential as well (Okun, Naim, & Lampl, 2010). That is, the spatially weighted average of the synaptic transmembrane currents.

In the simulation, actions potentials with poission-distributed arrival times arrive at a neighboring neuron (i.e. step 1). I here consider input from 6000 presynaptic neurons, each firing 10 spikes per second, for a total time of 2 minutes. These have different strengths (related to the distance to the soma) and directions of effect (inhibitory/excitatory) on the (hypothetical) transmembrane potential. The sum of this presynaptic input is a very noisy signal (e.g. orange line in left panel of Figure 3A). In fact it can be characterized as white noise; each frequency is equally represented (see orange line in right panel of Figure 3A). Second, each arriving action potential triggers release of a neurotransmitter and postsynaptic current influx. We simulate this by performing a convolution of the signal with a function that has a sharp rise and exponential decay. This produces a $1/f^2$ form following a kink (the ‘knee’) at a frequency determined by the decay time at the synapse (see orange line in right panel of Figure 3B). Third, we simulate the integration of charge from synaptic inputs of 6000 synapses over time, counteracted by Ohmic leakage, i.e. loss across the dendritic membrane. This operation causes the trans-membrane difference in charge concentration to be further perturbed, acting as another low-pass filter (see orange line in right panel of Figure 3C).

We could repeat the exact same steps as outlined above and create broadband shifts by simply change one parameter: the input spike rate in step 1. Compare the orange (on average 10 spikes/s) and purple lines (40 spikes/s) throughout the panels of Figure 3 for the effect of simulating not 10 but 40 spikes per second, i.e. more presynaptic activity. In summary, the broadband amplitude modulation is caused by a change in input spike rate, or mean population firing rate. The $1/f$ falloff with frequency results from the shape of synaptic current decay and the effect of temporal (and spatial) integration in the dendritic arbor (steps 2 and 3 respectively).

![Figure 3. Simulation of broadband shifts in the local field potential by changing the input spike firing rate. A) The sum of 6000 presynaptic input is a very noisy signal, i.e. white noise. Note that the change in spike firing rate (on average 10 vs. 40 spikes/s) already determines the broadband spectral change (right panel). B) Each arriving action potential triggers release of a neurotransmitter and postsynaptic current influx. This produces a $1/f^2$ form following a kink (the ‘knee’) at a frequency determined by the decay time at the synapse. C) Then the charge from synaptic inputs of 6000 synapses is integrated over time, counteracted by Ohmic leakage, i.e. loss across the dendritic membrane. This operation causes the trans-membrane difference in charge concentration to be further perturbed, acting as another low-pass filter on the membrane potential time series.]
Coupling with low-frequency phase
A recent intriguing finding provides more detail on the functional specificity of broadband shifts. Miller and colleagues (Miller et al., 2010) found that the broadband amplitude was inversely correlated with amplitude of the alpha rhythm. A more detailed analysis demonstrated that the broadband amplitude was modulated by the phase of the rhythm. The authors speculate that the alpha rhythm reflects synchronized input to a cortical population of neurons, i.e. a ‘synchronizing neuron’ (rhythm generator) is synchronously driving ‘inhibitory neurons’ that on their turn deliver, roughly simultaneously, input near the soma of separate pyramidal neurons. They further reasoned that whether these synchronized inputs are excitatory or inhibitory on a single-neuron scale, the cortico-cortical inputs between pyramidal neurons will need to be stochastically resonant with the synchronized input to induce a downstream action potential (on a population scale). In other words, weak but synchronous input keeps the entire pyramidal population in a ‘dynamically suppressed’ state, thus characterized by smaller broadband amplitude in the macroscale potential.

BOLD signal
Hermes and colleagues (Hermes et al., 2012) recorded the hemodynamic response and ECoG of subjects making simple finger movements (visually cued thumb/finger flexion at the rate of 2Hz, for 30 seconds). They found that the blood oxygen level dependent signal (BOLD signal) was related to both low frequency (inversely and spatially distributed) and high frequency power modulations (positively and spatially focal). Interestingly, although the study setup did not allow measurement higher than 100 Hz, that high frequency band power modulation might be reflection of a broadband shift with the low-frequency portion obscured by low-frequency rhythms having their effects in opposite direction. In line with the above sections, the high frequency signal power may thus be related to local, cortico-cortical neuronal activity whereas the low frequency rhythms (< 30 Hz) can be thought to reflect an aspect of cortical-subcortical interaction. Building further on the bridge between broadband shifts and the BOLD signal, the BOLD signal has been found related to the LFP (Logothetis, Pauls, Augath, Trinath, & Oeltermann, 2001), and thus, to presynaptic spiking rate as detailed earlier in this appendix. Accordingly, I would like to postulate that a part of the BOLD signal may be the hemodynamic equivalent of electrophysiological broadband shifts. One way to investigate this may involve the use of a task that is known to separate the different brain signal phenomena of gamma rhythm and broadband shifts (e.g. the task used in (Ray & Maunsell, 2011)) while simultaneously recording brain activity with EEG and fMRI.

Higher cognitive functions
As mentioned earlier, dendritic spikes do not propagate reliably over long distances in dendrites. If dendritic spikes fail to entirely propagate to the soma, this results in subthreshold somatic depolarization (but with consequences for the local field potential of that neuron), and no action potential is triggered in the axon. This feature of a pyramidal neuron's dendrite has led neuroscientists (Behabadi, et al., 2012; Jarshky, et al., 2005; Larkum, 2012) to suggest that it opens the way for two excitatory input streams contacting the same dendrite to interact in an asymmetric non-linear way that depends on their absolute and relative locations. For instance, enhanced local cortico-cortical interactions lead to enhanced forward propagation (by increasing the neuron's excitability) of distal synaptic inputs (Jarshky, et al., 2005). This previously unknown form of spatial analog computation has been suggested to be ideally suited to support interactions between classical “driver” inputs that give rise to their basic response properties, and “contextual” inputs that nonlinearly modulate those responses (Behabadi, et al., 2012).

Building on this notion, an increase in noise-like cortico-cortical interaction, electrophysiologically represented by a broadband shift at the macroscale potential, may be a suitable mechanism for holding the neural population near its excitability threshold in a state-dependent manner. It is an intriguing idea that this mechanism could already operate before the occurrence of a sensory event itself, holding online high-level representations, to be integrated with expected low-level sensory input. In the present thesis chapter (chapter 3.1), we have observed broadband shifts in cortical areas known to be necessary for processing conceptual knowledge and mental models of other agents (Lambon Ralph, et al., 2010; Milne & Grafman, 2001; Sabbagh, 1999), i.e. right temporal lobe and ventromedial prefrontal cortex, during human communicative interactions. Interestingly, these broadband shifts emerged already before the occurrence of a specific communicative problem, raising the question whether we might have captured the putative mechanism described above in operation. Currently, this remains an open question, but the empirical findings and simulation work presented here support the idea that this noise-like phenomenon is related to neural processes, and that therefore it is worth further investigation.
Cerebral coherence between communicators marks the emergence of meaning

Abstract

Common ground, or knowledge knowingly shared among communicators, provides a cognitive context necessary to disambiguate the meaning of the symbols used in human referential communication. Current accounts of dialogue suggest that interlocutors generate common ground by predicting individual sensory tokens used during a communicative interaction. Alternatively, communicators could create common ground by reasoning over conceptual features shared across multiple instances of transient sensory tokens. Both hypotheses predict neural dynamics coherent across communicators, but at different frequencies. Here we use fMRI to simultaneously record brain activation in pairs of participants building common ground over multiple communicative interactions. As common ground emerged within a pair of interlocutors, activity in the right superior temporal gyrus also increased, during both production and comprehension of a communicative action. This increased activity was coherent across participants of a pair over periods spanning multiple communicative interactions, well above the occurrence of individual sensory tokens. This slow-frequency within-pair coherency was considerably stronger than that measured in pairs of communicators not sharing a conversational context. These findings indicate that establishing common ground relies on shared, pair-specific reasoning about conceptual features of an ongoing interaction, rather than about the sensory tokens of the interaction.

Introduction

Imagine you are taking your friend to the movies to cheer her up after she recently broke-up with Tom. Suddenly, you recognize Tom’s bicycle parked near the cinema. By virtue of a pointing movement directing her attention to his bike, you have managed to silently ask her whether she wants to go somewhere else instead (Tomasello, 2008). When two friends of Tom see the same bike minutes later, the exact same pointing movement is made again, but with a radically different meaning. Selecting and understanding the meaning of communicative signals relies on knowledge and beliefs knowingly shared across the participants of the communicative act. This “common ground” is specific to the context and participants of the interaction (Clark, 1996), being continuously negotiated between interlocutors (Brennan, et al., 2010; Levinson, 2006). It is widely accepted that common ground is crucial for disambiguating the meaning of the symbols used during a dialogue (Clark, 1996), but it is unknown how common ground is cerebrally implemented (Schilbach, et al., 2013).

We reasoned that interlocutors generate common ground by predicting individual sensory tokens used during a communicative exchange (Hasson, et al., 2012; Pickering & Garrod, 2013); or by reasoning over conceptual features shared across multiple instances of transient sensory tokens (Brennan, et al., 2010; Levinson, 2006). Both possibilities predict neural dynamics coherent across communicators, with the former at frequencies driven by the occurrence of individual tokens and the latter at much lower frequencies driven by adjustments of more abstract conceptual representations. This study investigates the cerebral mechanisms supporting the emergence of common ground by manipulating its dynamics, in the context of an experimentally controlled communicative task (de Ruiter, et al., 2010), Figure 1A). The experimental setting precludes the use of pre-established communicative conventions (e.g. a common idiom, body emblems, facial expressions), thereby focusing communicators towards the generation of mutually negotiated shared meanings (Stolk, Verhagen, et al., 2013). Furthermore, by monitoring both elements of a communicative pair, simultaneously, we could capture pair-specific neural dynamics reflecting the shared creation of common ground, over and above neural effects evoked by each communicative token (Brennan, et al., 2010; Levinson, 2006).
Materials and Methods

Participants

Fifty-four male participants (assigned to twenty-seven communicative pairs, ages 18-27 years), were recruited to take part in this study. They were screened for a history of psychiatric and neurological problems and had normal or corrected-to-normal vision. Participants gave written informed consent according to institutional guidelines of the local ethics committee (CMO region Arnhem-Nijmegen, The Netherlands) and were either offered a financial payment or given credits towards completing a course requirement.

Task

At interaction onset, each player is assigned a token (epoch 1: token assignment, Figure 1A). Then the Communicator (and the Communicator only) is shown the target configuration of that interaction (epoch 2: planning). The target configuration contains the tokens of the Communicator and the Addressee, at the grid locations and orientations they should have at the end of the interaction. The Communicator knows that the Addressee does not see the target configuration, and that he cannot move the Addressee's token. Therefore, the Communicator needs to communicate to the Addressee the location and orientation that her token should have at the end of the interaction. To comply with the task requirements, the Communicator also needs to ensure that at the end of his turn his token (in blue) is at the location and orientation specified by the target configuration. In this game, the only means available to the Communicator for communicating with the Addressee is by moving his own token around the grid, namely horizontal translations, vertical translations, or clockwise rotations. Both Communicator and Addressee also know that the Communicator has unlimited time available for planning his moves, but only five seconds for moving his token on the grid. The Communicator signals his readiness to move by pressing the start/stop button. At this point, the target configuration disappears, the Communicator's token appears in the center of the grid, and he can start moving his token (epoch 3: movement). After five seconds, or earlier if the Communicator hits the start/stop button again, the same feedback is presented to both players in the form of a green tick or red cross (positive or negative feedback, respectively; epoch 6: feedback). The feedback indicates whether the participants had matched the location and orientation of their tokens with those of the target configuration.

It should be noted that the Addressee cannot solve the communicative task by reproducing the movements of the Communicator’s token. Rather, the Addressee needs to disambiguate communicative and instrumental components of the Communicator's movements, and find some relationship between the Communicator's movements and their meaning. Second, there are no a priori correct solutions to the communicative task, nor a limited set of options from which the Communicator could choose.

Experimental procedures

An experiment totaled two parts; one training session outside the scanners, and one recording session in which functional brain images were acquired on both participants of the pair simultaneously. Prior to the training session, the participants were individually trained with using the hand-held controller (40 interactions of token configuration matching) and jointly familiarized with the general procedures and events of the interactive task (10 interactions with no communicative demands).

The training session allowed participants to get familiarized with the communicative aspect of the task. In fact, unbeknownst to the participants themselves, within this session the participants were meant to establish common ground on a set of communicative problems. The training session was completed only when the participants had successfully accomplished a significant amount of subsequent interactions. They completed at least 25 interactions, and if they had a negative outcome on one of the last ten interactions, they had to complete ten additional interactions until they jointly solved all those ten interactions correctly.

The fMRI session consisted of 84 interactions. Half of these interactions consisted of the problems previously faced by the participant pair within the training session, now labeled as ‘Known’ interactions. These interactions were intermixed with ‘Novel’ interactions, i.e. target configurations that were not presented to the pair before. Not more than either three Known or three Novel interactions were presented sequentially. There were four different problem types involving different token shape and orientation combinations (to build the target configurations) used within the Known and Novel interactions. For the Known interactions these were triangle-rectangle, rectangle-circle,
triangle-circle, and triangle^circ^circle for the Communicator-Addressee token pair ("triangle pointing outwards the game board). For the Novel interactions these were rectangle-triangle, circle-rectangle, circle-triangle (e.g. Figure 1A), and circle-triangle^circ^circle. As compared to the Known interactions, in these interactions the Communicator’s token had fewer orientations than the Addressee’s token. This deliberate mismatch between the geometrical characteristics of the tokens of Communicators and Addressees increased the communicative task difficulty. For instance, when the Communicator’s token was a circle and the Addressee’s token was a triangle (e.g. Figure 1A), then the Communicator needed to find a new way to indicate to the Addressee the orientation of her token, since rotations of the circle token were not visible. A further level of difficulty could be introduced by using a triangular token pointing outward the grid (denoted by the asterisk symbol) as the Addressee’s target configuration, the Communicator’s token being a circle. The presentation order of problem types was intermixed for both the Known and Novel interactions. When a pair jointly solved four Novel interactions of the same problem type consecutively, it was assumed that the pair had established a communicative rule for that problem type and that specific problem type was substituted by other types for the remainder of the experiment. The rationale of this intervention was to drive participants to continuously create new communicative behaviors, rather than exploiting already established communicative conventions during the Novel interactions.

fMRI image acquisition and analysis

Communicators were scanned using a 3 Tesla Trio scanner (Siemens, Erlangen, Germany). BOLD sensitive functional images were acquired using a single shot gradient echo planar imaging (EPI) sequence (TR/TE 2.60s/340ms, 34 transversal slices, interleaved acquisition, voxel size 3.5 x 3.5 x 3.5mm^3^). Structural images were acquired using a MP-RAGE sequence (TR/TE 2.30s/3.9ms, voxel size 1 x 1 x 1mm^3^). Addressees were functionally scanned using a 1.5 Tesla Sonata scanner (Siemens, Erlangen, Germany) and a single shot gradient EPI sequence (TR/TE 2.70s/40ms, 34 transversal slices, ascending acquisition, voxel size 3.5 x 3.5 x 3.5mm^3^). Structural images were acquired using a MP-RAGE sequence (TR/TE 2.25s/3.68ms, voxel size 1 x 1 x 1mm^3^).

The images were preprocessed and statistically analyzed using SPM8 (Statistical Parametric Mapping; www.fil.ion.ucl.ac.uk/spm). Preprocessing of the functional scans included brain extraction (Smith, 2002), spatial realignment (rigid body transformations using sinc interpolation algorithm), slice-time correction, coregistration (of functional and anatomical images, after prior coregistration of both image types to an MNI template), reslicing (1.5 x 1.5 x 1.5mm), spatial normalization (to MNI space), and spatial smoothing (isotropic 8mm FWHM Gaussian kernel). Each anatomical image was segmented into three different tissue compartments (grey matter, white matter, cerebral spinal fluid). Mean signals in the latter two compartments and head movement related parameters (translations and rotations to the mean as obtained during the spatial realignment, and their first derivatives) were entered as regressors in all first level fMRI analyses. Furthermore, the data was high-pass filtered (cut-off 128 s), and temporal autocorrelation was modeled as an AR(1) process.

The seven epochs shown in Figure 1A were considered for the first level fMRI analyses of both Communicators and Addressees. The feedback event (epoch 6, Figure 1A) was modeled separately based on the positive or negative outcome of a interaction. Each epoch time series was convolved with a canonical hemodynamic response function and used as a regressor in the SPM multiple regression analysis. Following our hypothesized difference in neural activity, we modeled specific epochs separately for the known and novel interactions, i.e. pertaining to the planning periods of Communicators and the observation periods of Addressees (both with variable durations). We additionally considered the time modulatory effects of one parameter on those specific epochs; the behaviorally obtained change in joint performance on the novel interactions (green curve in Figure 1D, see Supporting Information). This curve roughly followed a logarithmic over the course of the experiment, and we modeled the parametric modulation of planning (Communicators) and observing epochs (Addressees) using the log transformed interaction number for the novel and known interactions separately. For visualization purposes of these time modulatory effects, we considered seven planning and observation regressors instead of one for the known and novel interactions. Each regressor encompassed six interactions in chronological experimental order (i.e. ‘scanning time bin’, see Figure 2).

Coherence analyses were performed using the FieldTrip toolbox for MEG/EEG analysis (Oostenveld, et al., 2011) and custom MATLAB code (MathWorks, Natick, MA, USA). Whole-experiment neural traces were extracted from regions of interest, synchronized to experiment start, band-pass filtered (0.0025 – 0.02 Hz frequency-domain brick-wall), and nuisance-corrected using mean signals of grey matter and cerebral spinal fluid compartments and head movement related parameters. The neural traces of Addressees were resampled to match the sample frequency of Communicators (TR of 2.70s as compared to 2.60s). For each participant, the neural time series were segmented into multiple consecutive overlapping windows of 400s. The windowed time series were tapered with a set of 3 orthogonal Slepian tapers prior to spectral estimation.
and calculation of the magnitude squared coherence. This resulted in a spectral smoothing of ± 0.005 Hz.

Statistical model and inference

Our main interest was the time-invariant and time-variant differences in planning (Communicators, epoch 2 in Figure 1A) and observation (Addressees, epoch 3) related neural activity between the known and novel interaction types. We therefore considered the contrasts Known vs. Novel, Novel vs. Known, and the time/interaction dependent changes in neural activities on the Known (as a control, joint performance did not change over time for this interaction type, see Figure 1D) and Novel interactions by testing the null hypothesis of no change. These contrasts were entered into a full factorial model with Role (Communicator, Addressee) as between-subjects variable, and Interaction type (Known, Novel) and Time (Invariant, Variant) as within-subjects variable, treating subjects as a random variable. Unequal variance between the conditions was assumed and the degrees of freedom were corrected for nonsphericity at each voxel. We report the results of a random effects analysis, with inferences drawn at the cluster level, corrected for multiple comparisons over the whole brain using family-wise error correction (p < 0.05, (Friston, Holmes, Poline, Price, & Frith, 1996)). We play on the strength of conjunction analyses to isolate neural effects overlapping between the two roles, Communicators and Addressees (Nichols, et al., 2005).

Interlocutor pair-specificity of neural signal coupling was tested by comparing coherences calculated on signals of participants with their communicative partners (N_{pairs} = 27) with those calculated on signals of elements of different pairs (e.g. Communicator from pair #1 with Addressee from pair #2; N_{non-pairs} = 702; i.e. 27 x 26). The coherence measures were entered into a second-level random effects analysis correcting for multiple comparisons at the cluster level (Monte Carlo p < 0.05; 10,000 randomizations across participant pairs, (Maris & Oostenveld, 2007)).

Results

Twenty-seven pairs of participants were asked to jointly create a goal configuration of two geometrical tokens, using the movements of the tokens on a digital game board as the only available communicative channel. One member of a pair, the Communicator, knew the goal configuration, and he moved his token on the game board with his right hand to inform an Addressee where and how to position his token (Figure 1A, epochs 2 and 3). Details of this communicative task are described in the Materials and Methods. This task has proven effective in encouraging the generation of pair-specific communicative behaviors (Blokpoel, et al., 2012; de Ruiter, et al., 2010; Volman, et al., 2012). The same movements could be used by different pairs to negotiate different meanings, and the same meaning could be conveyed by different movements across different pairs. The same movement could even be used to convey different goal states by the same pair in different interactions, and vice versa (Stolk, Verhagen, et al., 2013). The latter observation emphasizes how in this game, a movement acquires meaning by virtue of the shared history of the communicative interactions within a given pair, rather than by virtue of its sensory attributes.

Cerebral activity of each pair was simultaneously monitored with BOLD-sensitive fMRI, while we experimentally manipulated common ground dynamics using two types of communicative problems (42 interactions each, intermixed such that no same type was presented more than 3 times sequentially). There were problems in which the pairs already had previously established common ground (‘Known’ interactions, with stable performance), and there were problems in which common ground yet had to be established (‘Novel’ interactions, with increasing performance). We first examined the main neural effect of having access to common ground on the selection (Communicators, epoch 2 in Figure 1A) and comprehension of communicative actions (Addressees, epoch 3). Given the large differences in the sensory inputs and motor outputs of those task epochs, overlapping neural activity should be related to abstract task features shared across the interlocutors. Despite overall differences in behavioral performances between the Known and Novel interactions (cf. performances in Figure 1B-D, and see Supporting Information), strikingly overlapping brain regions between Communicators and Addressees were activated more strongly during the Known than the Novel interactions, and vice versa (Figure S1).
Given the prediction that neural activity changes with the emergence of meaning within each pair, we proceeded to investigate the change in joint task performance on the Novel interactions over the course of the experiment. This change was approximated by a logarithmic function, \( f(1,40) = 51.6, p << 0.001, R^2_{\text{adj}} = .55 \) (cf. the green curve in Figure 1D). Searching for changes in brain activity following the same temporal profile across both Communicators and Addressees highlighted a region with activity increasing over the course of the experiment during Novel interactions (Figure 2A). Namely, the right superior temporal gyrus (STG, Brodmann Area 48; peak activation in Rolandic operculum, MNI [63, -6, 9]), showed a significant increase in activity during Novel interactions (Figure 2B), approaching activity levels observed in the known interactions by the end of the experiment (masks: Known > Novel and Novel\(_{\text{time}}\) > Known\(_{\text{time}}\), cf. Figure S1 and S2). Similarly to the joint performance of each interlocutor pair, activity in right STG thus incrementally builds up during the Novel interactions (blue and orange solid lines, see Figure 2B) but not during the Known interactions (dashed lines).

**Figure 1.** Communicative interaction. (A) The target configuration was shown to the Communicator only (Communicator epoch 2). To achieve that target configuration, the Communicator needed to convince the Addressee to move her token (in orange) to the desired target location and orientation. The Communicator could achieve this only by moving his token (in blue) across the digital grid, knowing that the Addressee will observe those movements (Addressee epoch 3) to decide where and how to move her token (Addressee epoch 5). Success of a communicative interaction relied on the Communicator designing an action that could be understood by the Addressee (during planning in epoch 2), and on the Addressee inferring the Communicator’s intentions (during observation in epoch 3). (B and C) Planning times of Communicators and Addressees over scanning time (binned in blocks of 6 interactions) for interactions in which the pairs already had previously established common ground (‘Known’ interactions) and for interactions in which common ground yet had to be established (‘Novel’ interactions). (D) Joint performances of Communicator and Addressee pairs for the two interaction types. The change in joint performance on the Novel interactions roughly follows a logarithmic (green curve). Error bars indicate ±1 SEM.

**Figure 2.** Acquisition of shared meaning. (A) Brain regions whose activity follows the same dynamics as joint communicative performance on the Novel interactions within each pair (cf. green curve in Figure 1D). The conjunction shows the commonalities in neural activities between the two roles (i.e. Communicators planning, epoch 2 in Figure 1A, Addressees observing, epoch 3). The statistical maps are masked (for presence of common ground and time-specificity on Novel interactions, cf. Figure S1 and S2) and thresholded at \( p < 0.05 \), whole-brain FWE-corrected, see Table S1 for details. (B) Parameter estimates of activity evoked in right superior temporal gyrus (STG) over scanning time (binned in blocks of 6 interactions) for interactions in which the pairs already had previously established common ground (Known interactions - filled markers) and for interactions in which common ground yet had to be established (Novel interactions – empty markers). For planning (Communicators – blue markers) and observing communicative actions (Addressees – orange markers), the estimated signal is mean-baseline-subtracted. The data points are fitted with a logarithmic function.
Next, we tested the prediction that the emergence of meaning during a communicative interaction is specific to the context and the participants of the interaction, using coherence analysis of the BOLD signal across pairs. This model-free analysis also allowed us to assess the spectro-temporal fingerprint of signal in right STG, investigating whether the increases in activity over the course of the experiment are caused by stronger evoked responses associated with stimulus material or by abstract task features of the communicative interactions. We observed strong within-pair coherence of the neural dynamics in this region at 0.01 - 0.04 Hz (25 - 100 sec, Figure 3C), well below the dominant experimental frequency (indicated by the dashed line, Figure 3C; ~0.05 Hz, 20.1 ± 0.3 sec, mean interaction length ± SEM). Critically, this coherence had zero phase-lag, indicating simultaneous in-phase fluctuations across interlocutors, and was significantly stronger within pairs (green line, Figure 3C) than between pairs (black line, Figure 3C). Together, these findings signify a neural coupling that was specific for elements of a communicative pair, driven by temporal synchronization of their BOLD changes, over a time scale spanning several communicative interactions (representative BOLD traces across communicators are shown in Figure 3D). However, differences in coherence are seldom observed without co-occurring changes in spectral power, and therefore might be suspected to be a trivial side-effect. To test this notion we computed the power spectral densities of the signals evoked by the right STG of Communicators and Addressees. As expected, this analysis revealed a predominance of slow fluctuations in this cortical region, but importantly, it also showed that neither the amplitude (Figure 3A) nor the distribution (Figure 3B) of spectral power was affected by within- or across-pair comparisons (as assessed with intersubject correlations of power spectra, Figure 3B), adding emphasis to the validity of the coherence measurements.

Finally, we tested whether the pair-specific temporal synchronization of BOLD changes was driven by simultaneous updating of communicative common ground, specific to epochs involving Novel interactions. This possibility was tested by modeling the STG BOLD signal of each participant separately per interaction epoch (lasting 1 to 3 interactions), thereby obtaining a time series of regressor weights (26 for each interaction type), with equal length for each participant, no matter how long their experiment lasted. Single task events (see Figure 1A), and feedback events (separately for positive or negative outcome) were modeled and removed through multiple regression, in order to account for BOLD signal variations not related to the task state within each epoch of Novel interactions. Cross-correlation analyses on time series of task states across pairs revealed an interaction effect of Pair (Within, Between) and Interaction type (Known, Novel), $F(1,1454) = 4.6, p = 0.032$, see Figure 3E. This interaction was driven by stronger within- than between-pair cross-correlation of the Novel task states, $t(727) = 2.0, p = 0.044$ (two-sided independent t-test), consistent with stronger within- than between-pair cross-correlation of planning times on Novel interactions (see Supporting Information), and by stronger cross-correlation of the Novel than the Known task states, $t(26) = 3.3, p = 0.003$ (two-sided paired t-test). There was no statistically significant difference in cross-correlation of between-pair task states (Known vs. Novel). These findings signify that only during the emergence fluctuations of conceptual representations of common ground are coupled across interlocutors (within-pair coherence across Novel task states), but no longer when common ground has already been established and does not need to be adjusted (within-pair coherence across Known task states).
After showing the specificity of these inter-subject coherent neural dynamics for frequency, pairs, and state of common ground, and after testing for potential confounds in spectral amplitude and distribution, we compared the effects observed in right STG to a control region that is a priori expected to show coherence tightly coupled to the experimental structure, the left sensorimotor cortex (MNI [-38, -19, 55]). Indeed, this region showed stronger within- than between-pair coherence, but in contrast to right STG, at 0.05 Hz with a phase-lag of 0.7 π (7 sec). These parameters reflect the dominant experimental frequency and the average temporal gap between the movements of the participants in a pair (Figure 3F-I). In line with these findings, within-pair coherency of activation in the left sensorimotor cortex was not affected by the cognitive task state of the participants (Known vs. Novel; Figure 3J).

**Figure 3.** Construction of pair-specific conversational context. (A) Power spectral densities of BOLD signal in right superior temporal gyrus reveal predominantly low frequency content in both Communicators and Addressees. Shades indicate ±1SEM. (B) The frequency content within-pairs was not dissimilar from between-pairs. Error bars indicate ±1SD. (C) Coherence spectral densities reveal significantly stronger within- than between-pair temporal synchronization of BOLD changes, with zero phase-lag, and in frequencies lower than the dominant experimental frequency (indicated by dashed line, ~0.05 Hz). Grey surface indicates frequencies with a significant difference in coherence (p < 0.05, corrected for multiple comparisons across frequencies, nonparametric randomization across participant pairs). (D) Example neural traces of a representative pair, band-pass filtered between 0.01 and 0.04 Hz. Dashed lines indicate interaction on- and offsets, where K and N denote interaction types, i.e. Known and Novel respectively. (E) Cross-correlations between Communicator and Addressee time series of task states reveal pair-specific conversational context when establishing common ground (Novel interactions). (F) Consistent activation of left sensorimotor cortex at dominant experimental frequency. (G) More similar frequency content within-pairs than between-pairs; asterisk denotes p << 0.001. (H) Stronger within- than between-pair coupling at dominant experimental frequency, and higher. Dark grey bars at bottom indicate frequencies with an additional significant difference in phase. (I) Traces of the same pair as in panel D, but band-pass filtered between 0.03 and 0.07 Hz. (J) For sensorimotor cortex, task states are roughly in anti-phase, regardless of presence of common ground and communication.
Several further control analyses were performed to test alternative interpretations of this finding. First, it could be argued that the intersubject coherence observed in the right superior temporal gyrus is driven by intrinsic (“resting-state”) brain activity within the default-mode network (Raichle et al., 2001), rather than by conceptual abstractions related to the communicative interactions. Accordingly, we showed that the effects were robust to removing default-mode resting-state activity, as indexed by timeseries of BOLD signal from the posterior cingulate cortex [(Raichle, et al., 2001), see Figure S3 for voxelwise functional connectivity maps of activity that was regressed out prior to computing coherence]. Second, it could be argued that the intersubject coherence is driven by coherent changes in attention to the auditory stimulation of the MR scanners. Accordingly, we showed that the effects were robust to removing cortical signals related to auditory stimulation, as indexed by timeseries of BOLD signal from the primary auditory cortex [(Bandettini, Jesmanowicz, Van Kylen, Birn, & Hyde, 1998), see Figure S4 for voxelwise functional connectivity maps]. Third, we tested whether the intersubject coherence spanning several communicative interactions was in fact induced by trial-specific features. Accordingly, we performed the same coherence analysis as above, but this time on a timeseries with trial-specific features regressed out. This was accomplished by constructing an extensive model of task contingencies accounting for BOLD activity driven by each task epoch (see Figure 1A), with feedback events, planning periods of Communicators, and observation periods of Addressees modeled separately for each outcome (Positive, Negative) and interaction type (Known, Novel), leading to a total of nine regressors for each Communicator and Addressee, respectively. The intersubject coherence previously observed between left sensorimotor cortices of Communicator and Addressee was severely affected by this control analysis, resulting in lack of signal power and coherence at the dominant experimental frequency (~0.05 Hz, see Figure S3C and D). In contrast, the intersubject coherence observed in the right superior temporal gyrus of Communicator and Addressee remained significant, with stronger within- than between-pair coherences in frequencies lower than the dominant experimental frequency (Figure S3B). This finding emphasizes that intersubject coherence in right STG, unlike left sensorimotor cortex, was driven by abstract features independent from trial-specific elements of the communicative interactions.

Discussion
This study describes the cortical dynamics supporting the generation of a conceptual space shared across communicators and necessary to understand the symbols used in human referential communication. There are three main findings. First, there was an incremental build-up of common ground within each pair of communicators, as indexed by the gradual increase in joint success when novel communicative problems were tackled over the course of the experiment. This behavioral effect was associated with increasing activation in the right superior temporal gyrus, both in Communicators planning communicative actions and in Addressees observing those actions. Second, the right superior temporal gyrus showed pair-specific temporal synchronization of BOLD changes, at a time scale spanning several communicative exchanges. Third, this pair-specific temporal synchronization was driven by interactions involving novel communicative problems, over and above effects involving the same sensorimotor contingencies, but known communicative problems. Together, these findings suggest that the emergence of meaning, a feature crucial for human communication, relies on conceptual operations shared across interlocutors, contingent on the ongoing interaction, and abstracted away from transient sensorimotor events. This temporal dynamics is not immediately compatible with models of communication that emphasize signal transmission (Hasson, et al., 2012), or predictions driven by individual communicative events (Pickering & Garrod, 2004, 2013). Rather, the current findings support the notion that conceptual knowledge during a communicative interaction needs to be continuously aligned to the conversational context and to the interlocutor’s behavior (Clark, 1996), and that the meaning of a communicative token arises by embedding it in a conceptual space whose activation predates in time the processing of the communicative stimuli themselves (van Berkum, et al., 2008).
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Behavioral data analysis and results

We considered mean planning times (Figure 1B and C), mean movement times, and mean number of moves of Communicator and Addressee within the fMRI session. These dependent variables were calculated for each of the twenty-seven pairs of participants and for each of the two problem types (Known, Novel), and compared statistically by means of paired t-tests (two-tailed α-level = 0.05). We considered the pairs of participants as the unit of observation for the statistical analysis of task performance (Figure 1D), as the communicative task performance is dependent on both elements of a pair. Participants jointly solved the interactions well above chance level (71 ± 2% correct, mean ± SEM; conservative estimate of chance level: 1/8th, 8 potential target locations, neglecting the potential orientations). They solved more Known (94 ± 1%, mean ± SEM) than Novel interactions (47 ± 4%); t(26) = 13.6, p << 0.001, Figure 1D. In a similar vein, the participants planned longer (Communicators: t(26) = 5.9, p << 0.001; Addressees: t(26) = 8.5, p << 0.001, Figure 1B and C), moved longer (Communicators: t(26) = 8.1, p << 0.001; Addressees: t(26) = 13.2, p << 0.001), and made more moves (Communicators: t(26) = 3.1, p < .005; Addressees: t(26) = 17.7, p << 0.001) within the Novel interactions than within the Known interactions. These findings indicate that the Known interactions were easier than the Novel interactions; most likely because of the different types of problems faced by the participant pairs within these interaction types, and because these interactions were completed before during the training session outside the scanners (see Experimental procedures in the Materials and Methods).

Given our prediction that neural activity changes with establishing common ground within a pair, we investigated the change in joint task performance on the Novel interactions over the course of the experiment. Both a linear and a logarithmic function were considered to describe this change. The linear function turned out to be good fit, F(1,40) = 35.2, p << 0.001, R²_adj = .46, but the change was best approximated by a logarithmic function, F(1,40) = 51.6, p << 0.001, R²_adj = .55 (see the green curve in Figure 1D). We chose to use this logarithmic function as a parametric time modulation of specific task regressors in the first level fMRI analysis (see fMRI image acquisition and analysis in Materials and Methods). Neither function significantly approximated the changes in joint performance on the Known interactions (both Fs < 1.8).

Previous work showed stronger within-interaction coupling between Communicator and Addressee planning times than between players of a
non-communicative control interaction (Stolk, Verhagen, et al., 2013). This observation suggests that the novel communicative problems encountered by the participants evoked stronger mutual adjustments between pairs than the non-communicative problems. Here, we performed a similar cross-correlation analysis, separately for planning times of Communicators and Addressees evoked during Known and Novel interactions. In the Novel interactions, the within-interaction coupling between Communicator and Addressee planning times was stronger within pairs ($r = 0.15 \pm 0.18$, mean $\pm$ SD) than between pairs ($r = 0.06 \pm 0.16$; $t(727) = 2.8; p = 0.006$, two-sided independent t-test). There was no such significant difference on the Known interactions (within-pairs: $r = 0.09 \pm 0.17$; between-pairs: $r = 0.06 \pm 0.17$). This observation suggests that a Novel communicative problem was concomitantly more difficult for both Communicators and Addressees of the same pair.

Supplemental Figure 1. Imaging results for the main effect of familiarity (panel A, Known > Novel), and novelty (panel B, Novel > Known) on neural activity evoked during planning (Communicators, epoch 2 in Figure 1A) and observing communicative actions (Addressees, epoch 3). The conjunction shows the commonalities in neural activities between the two roles. The statistical maps are thresholded at $p < 0.05$, whole-brain FWE-corrected, see Table S1 for details.

Supplemental Figure 2. Brain regions showing increasing activity with increasing joint performance on the Novel interactions over the course of the experiment (see green curve in Figure 1D), evoked during the planning (Communicators, epoch 2 in Figure 1A) and observation of communicative actions (Addressees, epoch 3). The statistical maps are thresholded at $p < 0.05$, whole-brain FWE-corrected, see Table S1 for details. As expected on basis of the behavioral data, the time modulations of activity evoked during the epochs of the Known interactions did not yield any overlapping activity patterns between the two roles (not shown).
Supplemental Figure 3. Voxelwise functional connectivity maps of posterior cingulate cortex (PCC), separately for Communicators and Addressees. The statistical maps are thresholded at $p < 0.05$, whole-brain FWE-corrected. The posterior cingulate was individually defined for each participant on the basis of the spatial overlap between the PCC AAL-template ([Tzourio-Mazoyer et al., 2002], indicated in red in top right) and the participant’s segmented grey matter, to ensure minimal spatial overlap between the template and CSF or white matter. The PCC time course was calculated by averaging across all voxels within the seed region.

Supplemental Figure 4. Voxelwise functional connectivity maps of primary auditory cortices (Brodmann Area 41), separately for Communicators and Addressees. The statistical maps are thresholded at $p < 0.05$, whole-brain FWE-corrected. The primary auditory cortices were individually defined for each participant on the basis of the spatial overlap between the Brodmann Area 41 AFNI-template ([Morosan et al., 2001], indicated in red in top right) and the participant’s segmented grey matter, to ensure minimal spatial overlap between the template and CSF or white matter. The primary auditory cortices time course was calculated by averaging across all voxels within the seed region.
Supplemental Figure 5. Power spectral density and coherence spectra of whole-experiment BOLD signals as in Figure 3, but with additional modeling and regressing out of activity attributed to the separate task epochs (Figure 1A). As compared to Figure 3, left sensorimotor cortices now lack signal power and coherence at the dominant experimental frequency (~0.05 Hz, panels C and D). In contrast, the right superior temporal gyri remained showing significantly stronger within- than between-pair coherences in frequencies lower than the dominant experimental frequency (panel B). Grey surfaces indicate frequencies with a significant difference in coherence (p < 0.05, corrected for multiple comparisons across frequencies, nonparametric randomization across participant pairs).
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Introduction

Human referential communication involves selecting behaviors that allow an addressee to recognize the communicative intentions of those behaviors (Levinson, 2006). In everyday communication, we largely exploit pre-established shared symbols built in a common language to make those intentions accessible to our interlocutors. Yet, even within such a conventional symbol system, those intentions still need to be inferred from multiple semantic ambiguities present in every utterance (Levinson, 2006). This study aims at characterizing a neural mechanism that supports the inferential processes required for human referential communication (Cutica, Bucciarelli, & Bara, 2006; Noordzij, et al., 2009; Sabbagh, 1999).

Given that human referential communication rides on a large background of pragmatic inferences, several authors have started to study these inferential abilities under situations in which shared symbols are not available and their occurrence can be experimentally controlled (de Ruiter, et al., 2010; Galantucci & Garrod, 2011). This work has shown that the right posterior superior temporal sulcus (pSTS) is an important element of the cerebral system supporting human referential communication, both for communicators generating novel signals as well as for addressees trying to decode those signals (de Langavant et al., 2011; Gao, Scholl, & McCarthy, 2012; Mashal, Faust, Hendler, & Jung-Beeman, 2007; Noordzij, et al., 2009, 2010). However, it remains to be seen whether unperturbed functioning of pSTS is necessary for inferring the intentions of communicative behaviors, in particular when those intentions cannot be retrieved on the basis of conventional symbols. Here, we address this issue by temporarily disrupting neural function in the right pSTS by using low-frequency repetitive transcranial magnetic stimulation (rTMS), in the context of a task requiring participants to infer the meaning of novel referential communicative behaviors. We aim at qualifying the nature of the right pSTS contributions to communicative inferences by analyzing the alterations caused by a transient interference with neural activity in this region.

The involvement of the right pSTS in establishing a novel referential communicative system is one among several contributions associated with this region, including the perception of biological motion and goal directed actions, moral judgments, and mental state attribution (Arfeller et al., 2013; Bahnemann, Dziobek, Prehn, Wolf, & Heekeren, 2010; Grossman, Battelli, & Pascual-Leone, 2005; Shultz, Lee, Pelpfrey, & McCarthy, 2011). This heterogeneity might reflect superficial differences of an underlying unitary function. The right pSTS might generate predictions based on the integration of
of current sensory stimuli with domain-independent priors (Jakobs et al., 2012; Schultz, Friston, O’Doherty, Wolpert, & Frith, 2005), as suggested by its involvement with predictions pertaining to different domains (e.g. body schema [Blanke et al., 2005; Grossman, et al., 2005], gravity [Bosco, Carrozzo, & Lacquaniti, 2008], and beliefs [Young, Camprandon, Hauser, Pascual-Leone, & Saxe, 2010]). Although this predictive function could be an instance of a general Bayesian inference mechanism (Friston, 2010; Friston, Kilner, & Harrison, 2006), the pSTS appears to be distinctively able to construct predictions based on information from different categories. This property appears particularly well suited for handling the domain-independent abductions that are required when producing and interpreting novel symbols (Fodor, 2000; Quine, 1960). We reasoned that those predictions could capture 1) sensory predictions based on statistical regularities of the sensory stimuli experienced by the participants, as implied in some accounts of human communication (Iacoboni, 2005; Schippers, et al., 2010; Tognoli, Lagarde, DeGuzman, & Kelso, 2007; Turesson & Ghazanfar, 2011); 2) conceptual predictions based on semantic conventions, as established by the participants during the experiment (Schulz, et al., 2005; Wyk, Hudac, Carter, Sobel, & Pelphe, 2009; Young, et al., 2010); or 3) conceptual predictions based on a dynamic context shared among communicators, as determined by the trial-by-trial adjustments of the participants to the intended meaning of the stimuli (Menenti, et al., 2012). The first possibility would suggest that rTMS over the right pSTS alters performance across different tasks that use the same timeseries of sensory stimuli. The second possibility would suggest rTMS-related alterations that are a function of the overall level of proficiency in a communication task. We indexed proficiency as the number of correct responses per unit time (Efficiency, [Machizawa & Driver, 2011; Nixon, Lawton-Craddock, Tivis, & Ceballos, 2007; Townsend & Ashby, 1983; Woltz & Was, 2006]). The third possibility would suggest rTMS-related alterations that depend on the recent history of communicative interactions of the participants. We indexed these dynamic adjustments in communicative proficiency as the rate of change in Efficiency over trials (Efficiency Rate).

In this study, participants’ abilities to comprehend novel communicative actions were quantified in a controlled and validated experimental setting; the Tacit Communication Game (TCG; Figure 1A) (Blokpoel, et al., 2012; de Ruiter, et al., 2010; Newman-Norlund, et al., 2009). In this interactive task, two players are asked to recreate a spatial configuration of two simple geometrical shapes (one for the Communicator and one for the Addressee) on a digital game board. Crucially, this spatial configuration is shown to the Communicator only (trial epoch 1 in Figure 1A). This requires the Communicator to convey, and the Addressee to comprehend, the position and orientation of the Addressee’s shape.

The only means the players had to communicate is with an unconventional tool, namely by moving their simple geometrical shape. Different pairs of participants solve these novel communicative problems in different ways (Blokpoel, et al., 2012; de Ruiter, et al., 2010), an indication that pairs mutually converge on a common solution from a potentially infinite set of possible arbitrary solutions (van Rooij, et al., 2011). This feature of the task makes it possible to isolate adjustments in communicative performance driven by the recent history of interactions between participants from overall variations in communicative performance, and their interaction with stable cognitive traits. Those traits are an important source of inter-subject variance in communicative abilities. For instance, Addressees’ performance on the Raven’s progressive matrices test (Raven, 1989, 2000) predicts how quickly a communicative pair establishes novel shared symbols (Volman, et al., 2012). Accordingly, we used this psychometric index to characterize the inferential processes supported by the right pSTS during referential communication. Namely, Addressees with high Raven’s scores might more readily use abstract relations to quickly generate novel analogical mappings between observed actions and their communicative intentions (Blokpoel, et al., 2012; Carpenter, Just, & Shell, 1990; Volman, et al., 2012). We reasoned that if rTMS over right pSTS influences Addressees’ ability to quickly grasp novel communicative meanings according to recent communicative interactions (see Hypothesis #3 above), then Addressees with high Raven’s scores might be particularly impaired by rTMS-induced cerebral alterations.

Specificity of the rTMS intervention was ensured by controlling for the communicative relevance of the stimuli and for the cerebral location of the intervention, across four different experimental sessions. Functionally, we assessed the effects of rTMS during a visual tracking task that used exactly the same timeseries of stimuli shown during the communication task, but with no communicative requirements. Anatomically, we contrasted the effects of stimulating the right pSTS with those evoked by stimulating a contiguous homotopic region involved in integrating position information when viewing moving objects [left MT+, (Bosco, et al., 2008; Mau, Ward, Nijhawan, & Whitney, 2012)], a function required for processing the stimuli used during the communication and the visual tracking tasks.
Materials and methods

Participants

Thirteen right-handed healthy adults (18-28 years, mean = 22; seven women) with normal or corrected-to-normal vision participated in this study. Participants were screened for contra-indications of TMS and gave written informed consent according to the institutional guidelines of the local ethics committee (Committee on Research Involving Human Subjects, Region Arnhem-Nijmegen, The Netherlands). They received written instructions for each experimental task and were either offered a financial payment or given credits towards completing a course requirement as a compensation for their participation.

Experimental design

Participants performed two tasks: a communication task and a visual tracking task. The task that the participants were currently performing was indicated throughout the relevant trials on the participants' screen. Each task involved two players, i.e. a participant and a co-player, two geometrical shapes (“tokens”), and two hand-held game controllers. In both tasks the participants observed the movements of the co-player's token, namely horizontal translations, vertical translations or 90 degrees clockwise rotations on a visually presented 3x3 digital grid (the “game board”). The co-player was facing another 19 inch monitor in the same sound-proof experimental room. The participants and the co-player were not otherwise allowed to interact with each other.

During the communication trials both players had to jointly reproduce a spatial configuration of two tokens presented to the co-player only (trial epoch 1 in Figure 1A). The participant observed the communicative actions of the co-player, the Communicator, to infer the target position and orientation of his token (epoch 2). A yellow bar signaled the end of the Communicator's movements and indicated that the participant's turn had started. The participant (the Addressee) had unlimited time to plan his actions (but was instructed to plan as fast as possible, epoch 3). After pressing the start button, the participant had five seconds to move his token from the center grid position towards the inferred target position and orientation (epoch 4). When the participant pressed the start button again (and within a maximum movement time of five seconds), feedback was presented to both players to indicate whether they had jointly reproduced the target configuration (epoch 5).

During the visual tracking trials, the participant observed the token's movements on the grid, as during the communication trials. However, the participant was told that in these tracking trials the co-player was instructed to move across predetermined grid locations. The task of the participant was to move his token to the grid location last visited twice by the co-player before she completed her movements. Grid locations where the co-player rotated her token twice were also considered as “visited twice”. After moving to the grid location last visited twice, the participants were asked to rotate their token twice on that location. If the co-player had not visited or rotated at any location twice during her movements, the participant had to visit the center grid location and rotate twice. After five seconds or when he pressed the start button, feedback was presented to indicate whether the participant had successfully completed the trial according to the task instructions.

Unbeknownst to the participants, the co-player was a confederate that was only pretending to control her token with the game controller. In fact, during both tasks the co-player actions were identical, namely pre-recorded token movements reproducing frequently used strategies identified in previous studies involving this task setting (Blokpoel, et al., 2012; de Ruiter, et al., 2010; Noordzij, et al., 2009). For instance, in case the Communicator’s token was orientation specific (i.e. a rectangle or triangle, but not a circle), the Communicator went to the Addressee’s target position, rotated her token to indicate the target orientation of the Addressee's token, and then moved to her own target position completing her part of the target configuration. In case her token was a circle, the Communicator first went to the Addressee's target position and briefly waited. Then she wiggled a couple of times (e.g. repeating the number 2 action in trial epoch 2 – Figure 1A) to indicate the target orientation of the Addressee’s token, and then moved to her own target position completing her part of the target configuration. Occasionally, she did not wiggle when such an action was redundant given a situation in which the target orientation matched that of the begin orientation of the receiver token.

An experiment consisted of 4 sessions (Figure 1B) spread over 2 separate days (~2 weeks separation) and lasted about 5 hours in total. An initial familiarization block preceded the two sessions on the first day (~35 minutes) and a re-familiarization block those on the second day (~5 minutes). Each session encompassed 80 trials (~15 minutes) organized by type (Communication, Visual tracking) into 8 blocks of 10 trials (Figure 1B). The participants alternated between the two types on a block-by-block basis with the order counterbalanced across participants. Two sessions with no prior stimulation were used to determine pre-stimulation and post-stimulation baselines. These sessions took place ~1 hr before session 2 and ~1 hr after session 3 respectively. The participants received low-frequency rTMS over right pSTS or left MT+ (~20 minutes, Figure 1C) just prior to task performance in sessions 2 and 3 which were recorded on separate days. For each participant the moment of the two
TMS interventions was matched for the time of the day (±1.5 hr). The order of stimulation site was counterbalanced across participants.

Transcranial magnetic stimulation protocol

The pulses were administered offline, i.e. prior to task performance, to induce a temporally stable and task-independent modulation of local cortical processing efficiency. The stimulation sites in the right pSTS and left MT+ were selected on the basis of the peak voxel (group contrast, Communicative > Non-Communicative) reported in a previous fMRI study with the communication task (right pSTS, MNI coordinates: [50, -42, 14], (Noordzij, et al., 2009)), and on the basis of the mean spatial location reported in a cytoarchitectonic analysis of the human extrastriate cortex (left MT+, [-43, -70, 10], (Malikovic et al., 2007)). Restricting the stimulation of this control area to the opposite hemisphere as our experimental site of interest minimizes the possibility of cortical spread across stimulation sites as a result of the repetitive stimulation (Paus et al., 1997).

High-resolution anatomical images were acquired using a MP-RAGE sequence on a separate day (176 slices, TE/TR = 3.68/2.25 s, voxel size 1 x 1 x 1 mm). These images were spatially normalized to standard MNI space using SPM2 (Wellcome Department of Imaging Neuroscience, London, UK) and used to calibrate a frameless stereotactic system (BrainSight, Rogue Research Inc.), linking each participant's structural scan and stimulation sites. By means of neuronavigation the TMS coil was positioned over the relevant brain location (either right pSTS or left MT+). TMS was then delivered using a biphasic Magstim Super Rapid Stimulator (Magstim Company Ltd, Whitland, UK), using a figure-of-eight coil with a diameter of 70 mm. We applied a 20 minute train of repetitive low-frequency (1 Hz) stimulation at 60% maximum stimulator output (Grossman, et al., 2005). Previous studies have shown that 1 Hz stimulation temporarily reduces metabolic activity by 5–30% (Mottaghy et al., 2002; Valero-Cabre, Payne, & Pascual-Leone, 2007) and excitability of the cortex within the stimulated area (Boroojerdi, Prager, Muellbacher, & Cohen, 2000).

Figure 1. Task setup. (A) Example communication trial in which both players had to jointly reproduce a spatial configuration of two tokens presented to the first player in turn only, i.e. the Communicator (epoch 1). A participant, the Addressee, had to infer from the Communicator’s actions (epoch 2, orange token, starting at the center) where and how to position his token (blue). During a visual tracking trial involving the same sequence of events (not shown), the participant viewed identical actions but with the instruction to determine the grid location last visited twice or rotated at by his co-player. (B) The experiment consisted of 4 sessions spread over 2 separate days. Participants received TMS at 1 Hz for 20 minutes just prior to task performance in sessions 2 and 3. The order of stimulation sites was counterbalanced across participants. Each session encompassed 80 trials organized by type (Communication, Visual tracking) into 8 blocks of 10 trials and with the order counterbalanced across participants. (C) Whole-brain visualization of stimulation sites; right pSTS (white dot, MNI coordinates: [50, -42, 14]) and left MT+ (black dot, [-43, -70, 10]).
Cognitive traits
A recent study (Volman, et al., 2012) shows that the ability of a pair of communicators to establish novel shared symbols is predicted by the Communicator’s score on the Need for Cognition test (NCS, (Cacioppo, Petty, & Kao, 1984)) and by the Addressee’s score on the Raven’s progressive matrices test (Raven, 1989, 2000). The score on the Raven test is a non-verbal measure of fluid reasoning, in which participants solve up to 36 problem items with increasing difficulty in 20 minutes. Each item of this test consists of three series of three images. The last of the three series lacks the third image and has to be filled out by the participant choosing from one of eight options. Solving problems in the Raven test is thought to capture cognitive processes related to encoding and inferring regularities in the test items. This test is thought to distinguish individuals on their ability to induce abstract relations and to handle a large set of problem-solving goals in working memory (Carpenter, et al., 1990). Accordingly, we reasoned that if rTMS over right pSTS influences Addressees’ ability to quickly grasp novel communicative meanings according to recent communicative interactions (see Hypothesis #3 in the Introduction), then Addressees with high Raven’s scores might be particularly impaired by rTMS-induced cerebral alterations. Namely, Addressees with high Raven’s scores might more readily use abstract relations to generate novel mappings between observed actions and their communicative intentions (Blokpoel, et al., 2012; Carpenter, et al., 1990; Volman, et al., 2012). Participants’ Raven’s scores were therefore expected to account for a significant portion of inter-individual variability in task performance during the communication trials (Volman, et al., 2012), both before and after rTMS. To assess the specificity of the cognitive traits captured by the Raven, we also asked the Addressees tested in this experiment to complete the Need for Cognition questionnaire (NCS, (Cacioppo, et al., 1984), translated in Dutch), a personality questionnaire consisting of 18 statements targeting participants’ intrinsic motivation to solve cognitive challenges. The psychometric assessments were completed by the participants on the second day, between the third and fourth session.

Data analysis
Planning times and accuracies on both tasks were recorded by Presentation software (Neurobehavioral Systems, Albany, CA, USA) and analyzed offline using custom MATLAB code (MathWorks, Natick, MA, USA). Participants’ planning time was defined as the interval in seconds starting after the Communicator’s movement interval and ending when the participant pressed the start button (epoch 3 in Figure 1A). Accuracy refers to the percentage of successfully accomplished trials. In order to consider the combined effects of both measures of task performance, we used Efficiency (i.e. Accuracy/Planning time; see (Machizawa & Driver, 2011; Nixon, et al., 2007; Townsend & Ashby, 1983; Woltz & Was, 2006) and Efficiency Rate (d(Efficiency)/d(trials)). Efficiency increases with greater accuracies and smaller planning times and it indicates the number of correct responses per unit time. Efficiency Rate indicates the rate of change in Efficiency over trials, i.e. the benefits from task experience gained during preceding trials in a session, calculated as the beta value of a linear regression of Efficiency across the 40 task-specific trials of each experimental session. To ensure that the data adheres to the assumption of normality, we filtered the planning times and accuracies (which is a binomial measure) with a moving average of 7 trials prior to estimating the regression. This approach allows a robust estimate of the overall (linear) trend across an experimental session that is sensitive to sustained changes in performance rather than single-trial errors. A positive rate indicates an improvement in task performance over trials.

We analyzed the effect of experimental manipulations on Efficiency and Efficiency Rate in two steps. First, we tested whether participants improved their performance in either task over the course of the experiment. Showing changes in performance between the pre- and post-stimulation baseline sessions excludes that floor or ceiling effects prevent the detection of rTMS-related effects in task performance in the intervening stimulation sessions (Figure 1B). Accordingly, the effects of Task (Communication, Visual tracking) and Time (Pre-, Post-stimulation baseline) on Efficiency were estimated using a 2 x 2 repeated-measures analysis of variance (ANOVA). Second, we tested whether rTMS over the right pSTS influenced overall task performance (Efficiency) and within-session changes in task performance (Efficiency Rate). In order to avoid spurious differences between sessions with and without rTMS intervention, we focused this analysis on sessions 2 and 3, i.e. sessions with prior rTMS intervention. Accordingly, the effects of Task (Communication, Visual tracking) and TMS site (pSTS, MT+) on Efficiency and Efficiency Rate were estimated using a 2 x 2 repeated-measures analysis of covariance (ANCOVA). The covariates in this analysis considered the inter-subject variance accounted for by the order of stimulation (e.g. session 2: pSTS; session 3: MT+; or viceversa) and cognitive traits (i.e. mean-centered psychometric scores on Raven and NCS, see the Cognitive traits section). By adding the interaction terms between the covariates and the within-subject variables to the model we test whether the hypothesized within-subject interaction between Task and TMS site is affected by each subject covariates scores (Anstey et al., 2007; Delaney & Maxwell, 1981). The significant results (p < .05) are reported.
Results

Prior to any stimulation participants were able to successfully accomplish each task well above chance level (conservative estimate of chance level over 9 game board locations: 11%). The percentage of correct responses at pre-stimulation baseline was 85 ± 3% and 86 ± 3% (mean ± standard error of the mean) for the communication task and the visual tracking task respectively.

We compared task performance before and after the rTMS intervention (pre-baseline and post-baseline sessions, see Figure 1) to assess the presence of overall learning effects. A repeated-measures analysis of variance on Efficiency revealed main effects of Task (Communication, Visual tracking; F(1,12) = 5.2, p = .042, effect size partial η² = .30) and Time (Pre-, Post-stimulation baseline; F(1,12) = 25.1, p < .001, partial η² = .68). These results indicate that the visual tracking task (mean Efficiency over both baseline sessions: 0.85), was more difficult than the communication task (mean Efficiency: 0.96), and that the participants became more proficient over the course of the experiment (see Figure 2). Crucially, there was no interaction effect between Task and Time factors on the Efficiency index. This finding suggests that the overall learning rates from initial baseline (session 1) to final learned performance (session 4) of the two tasks are well comparable. This result allows for an unbiased assessment of whether Efficiency and Efficiency Rate during task learning (sessions 2 and 3) are affected by TMS perturbation.

We then assessed the influence of rTMS-induced cerebral alterations on the level of task performance during sessions 2 and 3, as captured by the measure of Efficiency, and on the ability to benefit from task experience gained during preceding trials in a same session, as captured by the Efficiency Rate. A repeated-measures analysis of covariance on Efficiency (covariates: order of stimulation site, Raven and NCS scores) revealed a main effect of Task (Communication, Visual tracking), F(1,9) = 11.8, p = .008, partial η² = .57, and an interaction effect of TMS site (pSTS, MT+) and stimulation order, F(1,9) = 8.0, p = .020, partial η² = .47. These results indicate that the two tasks differed in complexity also in the rTMS sessions, and that the order of rTMS intervention (session 2: pSTS; session 3: MT+; or viceversa) had a strong impact on mean performance across both tasks.

Importantly, following TMS to the pSTS, there was less improvement over trials (smaller Efficiency Rate) in the communicative setting than following TMS to MT+ or over visual tracking trials, F(1,9) = 6.4, p = .032, partial η² = .42. Thus, the interaction between Task (Communication, Visual tracking) and TMS site (pSTS, MT+) did not have an effect on Efficiency (see Figure 3A). Furthermore, this interaction effect was affected by a participant’s score on the Raven test, as indicated by an interaction of Task, TMS site, and Raven, F(1,9) = 5.6, p = .042, partial η² = .39. There were no other statistically significant main or interaction effects, all p > .12.

In a post-hoc analysis of the simple effects constituting this interaction we observed a strong negative association between the Raven test score and the Efficiency Rate at the communication task, r = -.695, p = .008, but not at the visual tracking task following TMS over pSTS, r = .169, p = .6 (see Figure 3B), as indicated by Spearman’s rank-order correlation. Further post-hoc exploration of the relation between Raven’s scores and performance in both tasks indicated that there was a statistically significant positive correlation between the Raven test score and the Efficiency Rate at the communication task during the pre-stimulation baseline, r = .657, p = .015. This result indicates that individuals that quickly grasped novel communicative meanings according to recent communicative interactions before receiving rTMS, were also most affected by rTMS over pSTS during the communication task. There were no other significant correlations between the Raven and the Efficiency Rate, or the Efficiency, across any of the other sessions.

Figure 2. Group results for Efficiency on the communication and visual tracking task. Participants became more proficient at each task over the course of the experiment. There was no interaction of Task and TMS site (right pSTS, left MT+). Error bars indicate 1 standard error of the mean.
Discussion

This study was designed to investigate whether a functionally intact right pSTS is necessary for understanding the intention of novel communicative actions. We used an experimental setting where an Addressee needs to disambiguate communicative and instrumental components of the movements of a communicative partner, and find a relation between the communicator's movements and their meaning. Mimicking the movements of the communicative partner (Hasson, et al., 2012; Tognoli, et al., 2007) or following low-level statistical regularities in the stimulus material (Pickering & Garrod, 2004) are not viable options for solving this task. Rather, the absence of pre-existing conventions encourages the Addressee to use higher-order conceptual structures when inferring meaning from the observed movements (van Rooij, et al., 2011).

We targeted the right pSTS given that previous studies indicated increased metabolic activity in this region when subjects made those communicative inferences (Noordzij, et al., 2009). There are two main results. First, rTMS over the right pSTS reduced participants' ability to improve their task efficiency during the course of the communicative interactions. This impairment of Efficiency Rate was functionally and anatomically specific. Functionally, the impairment occurred in relation to corresponding effects in a visual tracking task that used exactly the same sequences of stimuli. Anatomically, the impairment occurred in relation to rTMS effects on a contiguous homotopic temporal region (left MT+). Second, the magnitude of the rTMS effect over right pSTS was particularly strong in those Addressees with high Raven's scores. The analogical movement-meaning mappings established by those participants might be less sensitive to the continuously changing surface structure of the communicative problems (Volman, et al., 2012). This observation suggests that alterations of the right pSTS are particularly disruptive for those participants that under normal circumstances process the movements of their communicative partner according to abstract relations. Taken together, these observations indicate that the contribution of the right pSTS to communicative inferences is dynamic and conceptual in nature. This finding qualifies the suggestion that the right pSTS integrates current sensory stimuli with internalized contextual priors (Jakobs, et al., 2012; Schultz, et al., 2005), by showing that this region is involved in updating higher-order predictions on sensory material according to the recent history of communicative interactions.
Interpretational issues

It could be argued that the significant within-session effect on communicative performance (as indexed by the Efficiency Rate) should have given rise to a detectable between-sessions effect on Efficiency, i.e., reduced Efficiency between pre- and post-stimulation baseline sessions. However, this subtle effect is likely lost in the large between-sessions variance (partly owing to the order of stimulation site) and unspecific improvements in efficiency across sessions. Accordingly, we cannot completely exclude that the pSTS plays a role in specifying predictions based on invariant meanings of the communicative stimuli (see Hypothesis #2 in the Introduction).

The analyses focused on those sessions preceded by rTMS interventions and with comparable tasks experience. The differential effects observed between pSTS and MT+ stimulation on performance of the communication and visual tracking task raise the question of how the stimulation effects compare to a sham or null baseline session involving the same experience with the tasks. The existing baseline sessions (sessions 1 and 4) cannot be used for this comparison, given that these were not matched for experience with the tasks. An additional (fifth) session without rTMS might have been included in the experimental design, but we refrained from doing so given that it is debatable whether a null or a sham session can provide an interpretable control for TMS studies (Drager, Breitenstein, Helmke, Kamping, & Knecht, 2004). For instance, incidental effects of TMS (stimulation noise, somatosensation on the head) have been found to influence task performance in multiple ways (Duecker & Sack, 2013). Future experiments using neurostimulation techniques with more selective sham controls (e.g., transcranial direct current stimulation, (O’Shea et al., 2013)) might be able to better address this issue.

It could be argued that the strong improvements in performance of the communication task during the first experimental session (pre-stimulation baseline) caused participants with relatively high Raven’s score to reach a performance ceiling. Accordingly, the relative alteration of their communicative behavior in the subsequent session would be a consequence of that performance ceiling, rather than of the rTMS intervention. Two observations argue against this possibility. First, task performance continued to improve in the post-stimulation baseline (session 4, see Figure 2). Second, if participants with high Raven scores were at ceiling level after the first session, while participants with relatively low Raven scores still had room for improvement on the communication task, then there should have been a negative relation between the Raven scores and Efficiency Rate when MT+ was stimulated. In fact, this relation was absent, and there were clear improvements in communicative performance across the group when MT+ was stimulated. Accordingly, the disruption in communicative performance observed in participants with high Raven’s scores is more consistent with the notion that alterations of the right pSTS are particularly disruptive for those participants that under normal circumstances process the movements of their communicative partner according to abstract relations.

It could be argued that the relative decline in Efficiency Rate of the communication task after rTMS over pSTS is un-specific, since a similar decline was observed in the visual tracking task after rTMS over MT+. In fact, this finding reinforces the notion that pSTS effects are specifically tuned to sensory stimuli processed in a communicative framework, since the two tasks used exactly the same stimuli. By the same token, this finding emphasizes that MT+ is also involved in predicting stimulus characteristics (and changes thereof) relevant for the visual tracking task (Beintema & Lappe, 2002; Sterzer, Haynes, & Rees, 2006), for instance movement patterns that can be used to predict which grid location is visited twice (see Figure 1).

Relevance for human communication

Although the current findings were obtained under experimental conditions that purposely limited the availability of pre-existing shared symbols among communicators, we believe that this work is relevant for understanding the contribution of the right pSTS to a fundamental property of human communication, namely how humans rapidly create those shared symbols from scratch (Evans & Levinson, 2009; Tomasello, 2008). The ability to quickly build new semiotic conventions and re-configure existing ones emerges at different levels of human communication, from infants learning a language without access to the local communicative conventions, to adults disambiguating semantic relations according to pragmatic cues (Egidi & Caramazza, 2013; van Berkum, et al., 2008). Even during a simple conversation, we continuously update and sharpen conceptual predictions on sensory material according to the recent history of the communicative interaction (Menenti, et al., 2012). The present findings increase our understanding of the neural mechanisms of human communication by showing that the right pSTS is necessary for continuously adjusting those priors according to the recent history of interactions of the communicators, over and above the statistical regularities of the sensory stimuli experienced by the participants. This suggests that human communicative abilities operate on conceptual inferences, rather than sensorimotor brain-to-brain couplings (Hasson, et al., 2012), and that those conceptual inferences are continuously updated. This suggestion fits well with the temporal dynamics of neural activity observed in this region, namely context-dependent neuronal upregulation emerging already before the occurrence of communicative
stimuli, and further transient responses to incoming visual information (Stolk, Verhagen, et al., 2013). It remains to be seen whether the right pSTS supports the dynamic updating of communicative inferences also when communication relies on linguistic material with strongly established semantic conventions (Mitchell, Ames, Jenkins, & Banaji, 2009; van Ackeren, Casasanto, Bekkering, Hagoort, & Rueschemeyer, 2012; Willems et al., 2010).

Conclusion
This study uses repetitive transcranial magnetic stimulation to investigate the necessity and nature of the contributions of the right posterior superior temporal sulcus to human communication. After interference with neural activity in this region, the communicative abilities of addressees were reduced. This impairment was confined to their ability to benefit from recent communicative experiences. These findings qualify the contributions of the right pSTS to human communicative abilities, showing that this region might be necessary for incorporating previous knowledge, accumulated during interactions with a communicative partner, to constrain the inferential process that leads to action understanding.
Altered communicative adjustments following ventromedial prefrontal lesions

Stolk A, D’Imperio D, di Pellegrino G, Toni I
Abstract

The ventromedial prefrontal cortex (vmPFC) has been consistently implicated in supporting behaviors guided by a mental model of the social world. Yet, patients with vmPFC lesions appear to consider the presumed knowledge of their interlocutor during verbal interactions. It remains unclear whether that performance reflects linguistic phenomena, or genuinely preserved communicative abilities. Here we quantify non-verbal referential interactions in 8 patients with vmPFC damage, 8 patients with brain damage outside vmPFC, and 15 healthy controls. Participants were asked to communicate non-verbally with two different addressees, a child or an adult, in an interactive online setting. In reality, a confederate acted as both child and adult addressees, with matched performance and response times, such that the two addressees differed only in terms of the communicator's beliefs. VmPFC patients communicated as effectively as lesion- and healthy-controls, but failed to adjust their communicative behavior to the addressee's performance and presumed abilities. These findings indicate that following a lesion to the ventromedial prefrontal cortex, humans are still motivated and able to select and alter effective communicative actions, but those actions are not guided by a mental model of their current communicative partner. This observation confirms that the ventromedial prefrontal cortex is involved in selecting behaviors guided by a mental model of the social world, and it suggests a cerebral dissociation between selecting an effective communicative action and adjusting the manner of that action to the presumed characteristics of the addressee.

Introduction

It has been repeatedly shown that our communicative actions are selected according to what we believe addressees of a communicative interaction know and believe [audience design, (Clark, 1996; Holler & Stevens, 2007; Jacobs & Garnham, 2007; O’Neill, Bard, Linnell, & Fluck, 2005)]. For instance, adults tend to modify their speech, gestures, and accompanying body motions when addressing a child (Brand, Baldwin, & Ashburn, 2002; Brodsky, Waterfall, & Edelman, 2007; Grieser & Kuhl, 1988; O’Neill, et al., 2005; Warrenleubecker & Bohannon, 1984). Even the mere belief of interacting with a child leads us to produce more emphatic communicative actions (Newman-Norlund, et al., 2009; Stolk, Hunnius, Bekkering, & Toni, 2013). Yet, little is known about the cerebral mechanisms supporting this cognitive skill. We reasoned that if audience design is an instance of our ability to adjust actions to the presumed knowledge and beliefs of others, then the ventromedial prefrontal cortex (vmPFC) should be involved in adjusting referential communicative behaviors to a mental model of an addressee (Amodio & Frith, 2006; Behrens, Hunt, Woolrich, & Rushworth, 2008; Mitchell, Macrae, & Banaji, 2006; Stolk, Verhagen, et al., 2013).

Patients with vmPFC lesions [often involving the neighboring orbitofrontal cortex as well (Zald & Andreotti, 2010)] are more strongly guided by the immediate outcome of an event than by mental models of reality, e.g. by future consequences of their behavior, beliefs, social norms and stereotypes (Bechara, Damasio, Damasio, & Anderson, 1994; Beer, John, Scabini, & Knight, 2006; Ciaramelli, Braghitoni, & di Pellegrino, 2012; Ciaramelli, Muccioli, Ladavas, & di Pellegrino, 2007; Ciaramelli, Sperotto, Mattioli, & di Pellegrino, 2013; Kaczmarek, 1984; Milne & Grafman, 2001; Shamay-Tsoory, Tomer, Berger, Goldsher, & Aharon-Peretz, 2005; Stone, Baron-Cohen, & Knight, 1998). For instance, moral judgements of vmPFC patients are more strongly influenced by the outcome of an harmful action than by its underlying intention, i.e. whether the harm was attempted or accidental (Ciaramelli, et al., 2012). Here we test whether the inability of vmPFC patients to use a mental model of the social world impairs their non-verbal communicative abilities.

We focus on non-verbal communication since it is known that damage to the vmPFC does not modify patients’ use of shorter utterances and definite references following repeated verbal interactions, a linguistic behavior assumed to rely on the ability to understand another's knowledge (Gupta, Tranel, & Duff, 2012). However, communicative interactions based on verbal material might by-pass mental models of an interlocutor and approximate normal behavior through increased accessibility of syntactic and semantic structures.
recently used in a communicative interaction (Sass, Krach, Sachs, & Kircher, 2009; Segaert, Menenti, Weber, Petersson, & Hagoort, 2012). Accordingly, here we test whether the inability of vmPFC patients to use a mental model of an interlocutor becomes evident once communicative interactions are not confounded with linguistic phenomena.

Audience design effects were quantified in a controlled experimental setting involving the production of referential non-verbal behaviors with a communicative goal (de Ruiter, et al., 2010), exploiting a previously validated protocol (Newman-Norlund, et al., 2009; Stolk, Hunnius, et al., 2013). Given the novel communicative situation experience by the participants, the behaviors evoked in this two-player game could not be directly based on previous concrete experiences or on pre-established conventions (e.g. a common language). The task features allowed us to directly tap into patients’ ability to spontaneously generate communicative adjustments to their mental model of an addressee. Participants were told they were playing an online interactive game with an adult or a child, in alternation. In fact, a confederate performed the role of both addressees, while remaining blind to which one the two roles she was performing in any given trial. Accordingly, both performance and response time of the two presumed addressees were matched.

Communicative behaviors of vmPFC patients were compared to the behaviors of a brain-lesion control group without vmPFC alterations (LC, matched on lesion extent to the vmPFC group), and of a healthy control group (HC, matched on gender, age, and education to the other groups). We also used ‘voxel-based lesion-symptom mapping’ (VLSM) to obtain a data-driven index of the anatomical relationship between lesion location and communicative adjustments (Bates et al., 2003; Rorden & Karnath, 2004), independently from pre-established patients’ classifications.

Materials and Methods

Participants

Participants (N = 32) included 17 patients with brain damage, and 15 healthy controls (HCs), recruited at the Centre for Studies and Research in Cognitive Neuroscience, Cesena, Italy. The patients were selected on the basis of the location of their lesion as assessed on MRI or CT scans. One patient was excluded from data analysis due to poor task performance, as indicated by disproportionately slow movements (with mean total movement time per trial of 48s, compared to a 5s sample population mean). Eight patients had lesions centered on the ventromedial prefrontal cortex (vmPFC, see Figure 1), consequences of the rupture of an aneurysm of the anterior communicating artery. Eight lesion controls (LC) were selected on the basis of having a cerebral vascular damage that did not involve the ventromedial prefrontal cortex. Six of these patients had a left unilateral lesion (covering parts of occipital, temporal, parietal, or subcortical areas), one patient had a right unilateral lesion (temporal-occipital area), and one patient had a lesion that extended bilaterally (occipital area). All patients were screened for hemiparesis, neglect, and for unobstructed performance and perception of the task (in case of hemianopia, lesion control group). The healthy control group (HC) comprised 15 individuals matched to patients with vmPFC lesions on gender, age, and education (see Table 1). All participants gave informed consent, according to the Declaration of Helsinki and the Ethical Committee of the Department of Psychology, University of Bologna.

Figure 1. Location and degree of overlap of brain lesions in eight patients with ventromedial prefrontal cortex (vmPFC) damage. The color bar indicates the number of overlapping lesions. Maximal overlap occurs in Brodmann areas 10, 11, and 32.
Lesion analysis

For each patient, lesion extent and location was documented by using the most recent CT or MRI scans. Patients’ lesions were reconstructed onto templates from the Montreal Neurological Institute with MRicro software (Rorden & Brett, 2000). Superimposing each patient’s lesion onto the template brain allowed us to estimate the total brain lesion volume. The location of lesions was identified by overlaying the lesion area onto the Automated Anatomical Labeling template provided with MRicro. Figure 1 shows vmPFC patients’ location and degree of overlap of brain lesions.

Communication task

We used the same communication task as employed and described in previous experiments (Newman-Norlund, et al., 2009; Stolk, Hunnius, et al., 2013). The game involves a Communicator (the participant, displayed as a bird on the game board) and an Addressee (the confederate, displayed as a squirrel) interacting on a digital game board with a 3 x 3 grid layout. On each trial, their joint goal was for the Addressee to collect an acorn from the game board, located on any of the fifteen white circles (see Figure 2A). Given that knowledge of the acorn’s location in the game board is available to the Communicator only (on a printed copy of the game board), a successful trial requires the Communicator to inform the Addressee, by virtue of movements of a bird on the game board, where the acorn is located. By touching a square on the screen with his/her finger, the Communicator could move the bird token to that square, and this movement was also visible to the Addressee. The bird could only move to the center of each of the nine grid squares, and only through vertical or horizontal displacements. This feature of the task was introduced to create a spatial disparity between the movements of the bird and the potential locations of the target object (any of the fifteen white circles).

By touching a square on the screen with his/her finger, the Communicator could move the bird token to that square, and this movement was also visible to the Addressee. The bird could only move to the center of each of the nine grid squares, and only through vertical or horizontal displacements. This feature of the task was introduced to create a spatial disparity between the movements of the bird and the potential locations of the target object (any of the fifteen white circles).
white circles). The Communicator had no restrictions on planning time or on movement time. The end of the movement epoch was marked by the return of the bird on the central square of the game board (nest). At this point, the token of the Addressee (the squirrel) appeared in the center of the digital game board, visible to both players. The Addressee moved the squirrel to the location deemed appropriate given the movements of the Communicator. The Addressee had no temporal or spatial restrictions on the movements of the squirrel on the game board. Successful trials, in which the Addressee had moved to the location of the target, resulted in the presentation of a large acorn on the screen. A red “no” icon was presented over a small acorn for unsuccessful trials.

Task difficulty was manipulated by introducing a disparity between the movements allowed to the bird token (i.e. translations to the center of each square) and the potential location of target object (i.e. the white circles). Namely, the bird could not be overlaid on the precise location of the acorn when a square contained more than one white circle. Importantly, even in trials where the acorn was located in a square with one white circle, the participant needed to find a way to make clear to the Addressee which square contained the acorn, disambiguating it from other squares on the game board, in particular from those squares visited by the bird while moving across the game board. Trials where the acorn was located in a square with one, two, or three white circles were pseudo-randomly intermixed such that there was an overall increase in difficulty during the course of the experiment. The rationale for manipulating task difficulty was to challenge the participants toward the creation of new communicative behaviors.

Experimental procedure

During the experiment, the participant sat in an experimental room, facing a monitor displaying the digital game board. An experimenter sat next to the participant, providing the task instructions and the trial-specific location of the target object (i.e. an acorn), but playing no part in the communicative game. A confederate sat in another room facing another monitor, showing the same game board, the time spent on Target locations and the time spent on Non-target locations per trial. It should be emphasized that, given the absence of temporal restrictions on the total time the participant could spend on the game board, the time spent on Target locations and the time spent on Non-target locations could vary independently. We also screened for potential outliers.

Second, each participant was informed that he would be playing an interactive game with two addressees in turns; either an adult or a child (‘5-year-old’). They were told that the game partners were sitting in other rooms and that they could see the bird token and the digital game board on their monitors. In fact, the confederate performed the role of both addressees, while remaining blind to which one of the two roles he was performing in any given trial. As the experiment proceeded, the confederate did not know the location of the acorn, and he could infer that location only from the movements of the participant. The rationale was to ensure that the participant had no temporal or spatial restrictions on planning time or on movement time. The end of the movement epoch was marked by the return of the bird to the nest.

Data analysis

Participants’ behaviors were analyzed offline, focused on the periods when the participants moved the bird. This study builds on the findings of previous reports involving the same task. Those findings were obtained in a group of women (Newman-Norlund et al., 2009) and in a group of five-year-olds (Stolk, Hunnius et al., 2013), showing that the Communicators’ beliefs about the age of the Addressees changed their communicative behavior. More precisely, the participants in those studies spent longer time on communicatively relevant locations of the game board when interacting with a presumed young Addressee (vs. an older Addressee), i.e. using time as a tool to place emphasis on the location of the acorn (‘Target’). Assuming that we could replicate those findings in the healthy and lesion control groups, this study was designed to test whether a focal vmPFC lesion interferes with the ability of those patients to adjust their communicative behavior to the presumed abilities of the Addressee. Accordingly, we considered the same dependent measure used in previous studies, namely the time spent on game board locations, calculated as the time interval between the first contact of the finger on the touch screen within the area of a square of the game board and the subsequent contact of the finger within the area of a neighboring square of the game board. We distinguished between Target (square containing the acorn) and Non-target locations (other visited locations on the game board) and considered the mean time spent on those location types per trial. It should be emphasized that, given the absence of temporal restrictions on the total time the participant could spend on the game board, the time spent on Target locations and the time spent on Non-target locations could vary independently. We also screened for potential outliers.
indicative of procedural uncertainties), considering an observation an outlier when the probability associated with either mean time spent on Target or on Non-target location was 1% or less (|Z-score| > ~2.5). We also checked for multivariate outliers using pairwise distances (Mahalanobis’ distance) between these measures, employing a 5% probability threshold as an outlier criterion, leaving 89.3 ± 2.5% (mean ± SD) of the original trials for further analysis (~45 trials).

The main analysis tested for between-groups differences in communicative adjustment to the age of the Addressee, using a univariate ANOVA with Group (vmPFC, LC, HC) as between-subjects factor, and the degree of communicative adjustment in each participant as dependent variable. Communicative adjustment was indexed as the relative difference in time spent on Target locations between presumed child and adult Addressee ((child – adult) / [adult]). This within-subject normalization procedure reduces the influence of between-subjects variance due to individual differences in (unrestricted) movement times. The sources of the between group differences in communicative adjustments were further qualified with post-hoc comparisons using Fisher’s least significant difference (LSD) and paired t-tests, as appropriate. Furthermore, we tested whether the within-group communicative adjustments were communicatively specific, using a two-way repeated-measures ANOVA with Addressee (Adult, Child) and Location (Target, Non-target) as factors. This analysis directly contrasts the between-addressee difference in time spent on a communicatively relevant location of the game board (Target location) with the between-addressee difference in time spent on other locations of the game board (Non-target locations) (see also (Newman-Norlund, et al., 2009; Stolk, Hunnius, et al., 2013).

Two control analyses were used to assess the specificity of the communicative adjustments. First, we tested whether the between-group differences in communicative adjustments were driven by generic motor-related differences between groups, using a multivariate ANOVA with a between-subjects factor of Group (vmPFC, LC, HC) and a within-subjects factor of Addressee (Adult, Child). This analysis considered the dependent variables of planning time, movement time, number of moves, movement time of the confederate, and communicative success. Second, we tested whether the between-group differences in communicative adjustments were driven by the vmPFC group being generally slower in their performance than the other groups, using a two-way univariate ANOVAs with factor Group (vmPFC, LC, HC) and Locations (Target, Non-target). Post-hoc tests (Fisher’s LSD) and linear regression analysis were used to further qualify those between-group differences.

A follow-up analysis tested whether vmPFC patients adjust their behavior following a communicative error, better distinguishing the location where the acorn was located from other visited locations of the game board (Newman-Norlund, et al., 2009; Stolk, Hunnius, et al., 2013). To measure the degree of adjustment, we used the ‘discriminability’ between those locations types, calculated per trial as the mean time spent on target locations divided by the mean time spent on non-target locations (Blokpoel, et al., 2012). Of interest is how the discriminability changes after a communicative error has occurred, indexed as the relative difference in discriminability between the trial following a communication error and the preceding trial that resulted in that error ([trialt - trialt-1] / [trialt-1]). These adjustments only involved t-1 trials that were preceded by successful communication, i.e. trials that were not post error adjustments themselves. We then considered the mean change in discriminability for each participant and tested between group differences in post communication error adjustment using Wilcoxon rank sum tests for independent samples.

Voxel-based lesion-adjustment mapping

To assess the fine-scale anatomical relationship between lesion location and communicative adjustment to the mental model of an addressee, we mapped lesion-adjustment patterns using ‘voxel-based lesion-symptom mapping’ (VLSM; (Bates, et al., 2003; Rorden & Karnath, 2004)). This method does not require participants to be grouped by lesion site as in the analysis described above, but instead makes use of continuous lesion information, assessing the relevance of each voxel, whether involving white or grey matter, for making communicative adjustments. For each voxel, participants from the vmPFC, LC, or HC groups that did not have a lesion in that voxel were selected and the distribution of communicative adjustments made by these participants were tested against null, i.e. no communicative adjustment, using a one-sample t-test. Because each voxel used a t-test with varying degrees of freedom, the resulting t-scores were converted to Z-scores of an equivalent probability distribution.
Results

Communicative success

The percentage of successfully communicated trials across participants was 59 ± 20% (mean ± SD). This is well above chance level (6.7%; 15 potential target locations). The vmPFC patient group solved 66 ± 12% of the trials, the lesion control group (LC) 55 ± 25%, and the healthy control group (HC) solved 59 ± 21%. There were no statistically significant differences in communicative success between the different participants groups, nor as a function of presumed addressee (see below).

Communicative adjustments to the presumed abilities of an interlocutor

We tested whether patients with a lesion in ventromedial prefrontal cortex are able to adapt their referential communicative behavior to the presumed cognitive abilities of their interlocutor, as inferred from the interlocutor’s age (Figure 2B). A univariate ANOVA with a between-subjects factor of Group (vmPFC, LC, HC) was used to compare the different sample populations on the degree of communicative adjustment to the beliefs of an interlocutor, indexed by the relative time spent on Target locations – where the acorn was located - between presumed child and adult Addressee. There was a main effect of participant group on communicative adjustment, F(2,28) = 3.4, p = .046, effect size partial η2 = .20. Post-hoc analysis (Fisher’s LSD test) indicated that this effect was attributable to the group of patients with ventromedial prefrontal cortex (vmPFC) lesions, showing statistically significant differences with the lesion control (LC) group, p = .035, and the healthy control (HC) group, p = .023, see Figure 3A. There were no statistically significant differences between the lesion and healthy control group (LC vs. HC), p = .91.

We then assessed whether those adjustments were specific to communicatively relevant locations of the game board. Three repeated measures ANOVAs, separately for each participant group (vmPFC, LC, HC), were used to test for statistically significant interaction effects of the factors Addressee (Adult, Child) and Location (Target, Non-target) on the mean time spent on game board locations. All groups showed a main effect of Location, vmPFC: F(1,7) = 10.8, p = .013; LC: F(1,7) = 18.6, p = .004; HC: F(1,7) = 7.5, p = .016, indicating that participants in this study spent longer on communicatively relevant locations than other visited locations of the game board. However, statistically significant interaction effects between the factors Addressee and Location were confined to the LC and HC groups, F(1,14) = 5.2, p = .038 and F(1,7) = 14.2, p = .007 respectively (vmPFC: p = .12). In the LC group, there was also a main effect of Addressee on time spent at locations of the game board, F(1,7) = 8.4, p = .023 (vmPFC: p = .10; HC: p = .12), likely driven by strong communicative adjustments on Target locations.

Further investigation of the above mentioned interaction effects, using two-sided pairwise t-tests, showed that participants in the LC and HC group spent more time on the Target locations (containing the acorn) when they thought to be interacting with the child Addressee as compared to the adult Addressee, t(7) = 3.5, p = .010 and t(14) = 2.6, p = .022 respectively. This communicative adjustment, in mean time spent on Target locations, was absent in the vmPFC group, p = .11, see Figure 4. Furthermore, none of the participant groups showed statistically significant differences between the two Addressee types for the mean time spent on Non-target locations (other visited locations), all groups p > .19.
Control analysis #1: communicative vs. generic motor effects

A multivariate ANOVA with a between-subjects factor of Group (vmPFC, LC, HC) and a within-subjects factor of Addressee (Adult, Child) was used to investigate whether these factors had an unexpected influence on other dependent measures of task behaviors. We found a main effect of Group on the number of moves made by the participants during the movement interval, \( F(2,62) = 4.5, p = .015 \), and on response times of the confederate, \( F(2,62) = 4.8, p = .012 \). Post-hoc analysis (Fisher’s LSD test) showed that the main effect of Group on number of moves made by the participants pertained to the vmPFC group, given that this group interacted with the same confederate as the HC group. There were no main effects of Group on participants’ planning times, movement times, or communicative success, all \( p > .24 \). There were no main effects of Addressee or interaction effects of Group and Addressee on any of the dependent variables of planning time, movement time, number of moves, confederate response time, or communicative success, all \( p > .50 \).

Control analysis #2: Target vs. Non-target locations

We also tested whether vmPFC patients spent relatively longer on any of the game board location types than the other groups. A univariate ANOVA with a between-subjects factor of Group (vmPFC, LC, HC) and a within-subjects factor of Location (Target, Non-target) was used to investigate for the influence of these factors on the mean time spent at a game board location. There was a main effect of Group, \( F(2,56) = 4.1, p = .021 \), and a main effect of Location, \( F(1,56) = 18.1, p < .001 \), with the latter indicating that participants spent longer on communicatively relevant than irrelevant portions of the game (cf. mean time spent on Target vs. Non-target of each group, Figure 4). An interaction effect of Group and Location did not reach statistical significance, \( F(2,56) = 2.8, p = .070 \). Post-hoc analysis (Fisher’s LSD test) of the main effect of Group on mean time spent at locations of the game board indicated that this effect was attributable to the group of patients with ventromedial prefrontal cortex (vmPFC) lesions, spending significantly longer on portions of the game board than the lesion control (LC) and healthy control group, \( p = .025 \) and \( p = .009 \) respectively (LC vs. HC, \( p = .93 \)). Further exploration of this effect using two univariate ANOVAs with factor Group (vmPFC, LC, HC) showed that there was an effect of Group on time spent on Target locations, \( F(2,28) = 3.6, p = .039 \), but not on Non-target locations, \( p = .43 \). Post-hoc analysis of this main effect of Group on time spent on Target locations indicated that the vmPFC group spent longer on Target locations than the other groups, vmPFC vs. LC, \( p = .030 \); vmPFC vs. HC, \( p = .019 \) (LC vs. HC, \( p = .90 \)).

We next tested whether the lack of communicative adjustment to the presumed cognitive level of an addressee in the vmPFC group could be a consequence of this sample population spending relatively longer on the Target locations of the game board. A linear regression analysis was used to assess the relationship between a vmPFC patient’s mean time spent on target location and the same patient’s communicative adjustment to a presumed addressee. There was no statistically significant relation between these two dependent variables, \( p = .21 \) (neither for the other groups; LC, \( p = .61 \); HC, \( p = .86 \)), indicating that the magnitude of communicative adjustment was not a function of mean time spent on communicatively relevant locations.
Lesion-adjustment mapping

To confirm the above findings, and to gain more insight in which parts of ventromedial prefrontal cortex are particularly relevant for making communicative adjustments, we mapped lesion-adjustment patterns on a voxel-by-voxel basis. For each brain voxel, participants from the vmPFC, LC, or HC groups that were spared from a lesion in that voxel were selected and the communicative adjustments made by these participants were tested against a null distribution of no communicative adjustment. In other words, this analysis was not based on a-priori categorization of the participants in an experimental group, nor restricted to the vmPFC region. The results indicate that excluding patients with a lesion to a region of the right ventromedial prefrontal cortex yielded largest Z-scores, i.e. consistently larger communicative adjustments over the group (Figure 5A). The lack of adjustment at Non-target location (Figure 5B) indicates that these adjustments were confined to communicatively relevant locations of the game board (Target locations).

Communicative adjustments following communicative errors

All participant groups spent longer on communicatively relevant than on irrelevant locations of the game board, distinguishing the location where the acorn was located from other visited locations of the game board. We also tested whether vmPFC patients adapt this type of behavior following a communicative error. To measure the degree of adjustment, we used the ‘discriminability’ between those locations types, calculated per trial as the mean time spent on target locations divided by the mean time spent on non-target locations (Blokpoel, et al., 2012). Of interest is how the discriminability changes after a communicative error has occurred, indexed as the relative difference in discriminability between the trial following a communicating error and the preceding trial that resulted in that error \((\text{trial}^{t} - \text{trial}^{t-1}) / \text{trial}^{t-1}\)). We then considered the mean change in discriminability for each participant and tested the hypothesis that following a lesion in ventromedial prefrontal cortex these post error adjustments are altered. Wilcoxon rank sum tests for independent samples indicated that the vmPFC patient group showed significantly less adjustment following a communicative error than both the lesion control group, \(p < .001\), and the healthy control group, \(p < .043\), see Figure 3B. A wilcoxon signed rank test, testing post error adjustment of the vmPFC lesion group against null, indicated that vmPFC patients did not adjust their communicative behaviors following a communication error, \(p > .84\) (LC: \(p = .063\); HC: \(p = .022\)). There were no statistically significant differences in discriminability changes between the different groups following a successfully accomplished trial (vmPFC: \(12 \pm 48\%\); LC: \(-6 \pm 56\%\); HC: \(5 \pm 36\%\); mean \(\pm SD\)), both \(p > .19\).
Discussion

In the present study we have tested whether patients with a lesion in ventromedial prefrontal cortex (vmPFC) adapt their referential communicative behavior to the presumed cognitive abilities of their interlocutor, as inferred from the interlocutor’s age. Participants were asked to influence the behavior of an addressee, in an experimental setting where the communicative means made available to the participants were purportedly limited, challenging them to devise new communicative behaviors that could be understood by the addressees. We compared vmPFC patients’ communicative behaviors evoked during task performance with behaviors of a lesion control group (LC), with extent-matched lesions outside the vmPFC, and with behaviors of a healthy control group (HC), matched on gender, age, and education. There are three main results. First, similarly to lesion and healthy controls, patients with damage to the ventromedial prefrontal cortex spent longer on the location where the acorn was located than on other visited locations of the game board. This finding indicates that a lesion in vmPFC does not alter the ability to produce communicative actions, distinguishing communicatively relevant from irrelevant locations of the game board. Second, in contrast to lesion and healthy controls, patients with vmPFC lesions did not spontaneously spend longer on these communicatively relevant locations when they thought to be interacting with the child addressee. Third, following a communicative error, patients with vmPFC did not increase the contrast between communicative and instrumental components of their actions, as spontaneously done by the LC and HC groups. The latter two observations indicate that vmPFC lesions alter the ability to make referential communicative adjustments to the inferred knowledge of a communicative partner. Those findings suggest a cerebral dissociation between selecting an effective communicative action and adjusting the manner of that action to the presumed characteristics of an addressee.

Communicative decisions in vmPFC patients

Patients with damage to the ventromedial prefrontal cortex showed no deficit in the overall effect of their communicative actions, with matched performance across groups. They also used strategies similar to those of the control groups, using time as a tool to put emphasis on communicatively relevant locations of the game board. In fact, the present results indicate that they spent even longer on these communicatively relevant locations than the other sample populations, whilst the mean time spent on other visited locations of the game board was matched to that of controls. This finding indicates that a lesion in vmPFC does not interfere with the patients’ motivation to communicate (Shamay-Tsoory, Aharon-Peretz, & Perry, 2009). The finding is also unlikely to reflect perseveration, a behavior often attributed to vmPFC patients (Bechara, et al., 1994). Those patients did not have problems switching between different task components, as when spontaneously spending more time on communicatively relevant than irrelevant locations of the game board, or switching between reaching a communicatively relevant location and returning to the starting location. It could be argued that longer times spent at communicatively relevant locations by the vmPFC group could have obscured numerically small communicative adjustments made by this sample population. However, the magnitude of the communicative adjustments was not a linear function of time spent on communicatively relevant locations. In fact, the longer times spent on target locations by the vmPFC group are more consistent with the idea that these patients were not able to estimate how much time would be sufficient for their addressees to understand the communicative relevance of that location. First, whereas the LC and HC groups fine-tuned their communicative behaviors to knowledge and beliefs about their addressees, the vmPFC patients disproportionally enhanced the contrast between the time spent on target and non-target locations, irrespectively of the presumed characteristics of the addressee. Second, the vmPFC patients were not able to dynamically update their mental model of the addressee: following a communicative error, those patients did not increase the contrast between communicative and instrumental components of their actions, as LC and HC did. This effect was not a consequence of failing to detect the occurrence of a communicative error: vmPFC patients moved slower after an error than after a correct trial ($t(7) = 2.5, p = .041$). Taken together, these observations suggest that vmPFC patients’ communicative decisions are not informed by a mental model of their communicative partner.

Use and retrieval of social information

Fine-grained analysis of the anatomical relationship between lesion location and communicative adjustments revealed that the right vmPFC region is particularly important for implementing communicative adjustments. This observation fits with the notion that right-sided vmPFC patients have been found to have profound disturbances within social conduct, decision making, and emotional processing, whereas left-sided vmPFC patients seemed less affected (Tranel, Bechara, & Denburg, 2002). This finding also fits with recent electrophysiological observations in healthy subjects engaged in a variant of the task used in this study, showing a right hemisphere dominance when participants planned communicative actions (Stolk, Verhagen, et al., 2013). More generally, grey matter density in the vmPFC has also been linked to the size of the social network and status of an individual (Lewis, Rezaie, Brown, Roberts, & Dunbar, 2011; Sallet et al., 2011), in line with a role of this region in processing a mental model of the social world. Yet, the vmPFC seems to be particularly geared
towards using social knowledge for biasing current decisions, rather than verbal retrieval. In contrast to the lack of communicative adjustments observed during task performance, the vmPFC patients accurately rated their addressees’ ages when probed. This dissociation between use and verbal retrieval of social information in vmPFC patients fits with previous observations, showing that those patients are unaware of their socially inappropriate behavior during conversations, but not when seeing it on video (Beer, et al., 2006). Furthermore, vmPFC patients’ concepts of gender are still intact and can be explicitly probed, but this knowledge is not automatically taken into account during a response task (Milne & Grafman, 2001). It is conceivable that previous reports describing un-impaired attribution of mental states to other agents (Bird, Castelli, Malik, Frith, & Husain, 2004), or un-impaired audience design effects during verbal interactions (Gupta, et al., 2012) stem from the apparently preserved ability of patients with vmPFC lesions to effectively retrieve verbal knowledge on social facts and procedures.

Conclusion
This study exploits an unfortunate experiment of nature to test whether a lesion in the ventromedial prefrontal cortex impairs human ability to adapt their referential communicative behavior to a mental model of their communicative partner. Specificity of the effects of brain damage is ensured by lesion-symptom mapping and by comparison with communicative behaviors evoked by lesion and healthy control subjects. Following a lesion to the ventromedial prefrontal cortex, patients were still motivated and able to select and alter effective communicative actions but failed to spontaneously adjust their communicative behavior to the addressee’s performance and presumed abilities. These findings qualify the contributions of the ventromedial prefrontal cortex to human communicative abilities, showing that this region might be necessary for informing communicative decisions with inferred knowledge of a communicative partner.
Development of human communication
Early social experience predicts referential communicative adjustments in five-year-old children
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Abstract

A large body of work has focused on children's ability to attribute mental states to other people, and whether these abilities are influenced by the extent and nature of children's social interactions. However, it remains largely unknown which developmental factors shape children's ability to influence the mental states of others. Building on the suggestion that collaborative experiences early in life might be crucial for the emergence of mental coordination abilities, here we assess the relative contribution of social exposure to familial and non-familial agents on children's communicative adjustments to their mental model of an addressee ('audience design'). During an online interactive game, five-year-olds spontaneously organized their non-verbal communicative behaviors according to their beliefs about an interlocutor. The magnitude of these communicative adjustments was predicted by the time spent at daycare, from birth until four years of age, over and above effects of familial social environment. These results suggest that the degree of non-familial social interaction early in life modulates the influence that children's beliefs have on their referential communicative behavior.

Introduction

Humans often use un-observable variables like beliefs, desires, and intentions to disambiguate agents' behavior, attributing mental states to other people and to oneself (Frith & Frith, 2006; Premack & Woodruff, 1978). These mentalizing abilities emerge during early childhood (Frith & Frith, 2003) and variations in mentalizing skills appear to be related to social environmental factors (Ronald, Viding, Happe, & Plomin, 2006). Among these factors, collaborative experiences of a child with adult group members might play a crucial role (de Rosnay & Hughes, 2006; Hrdy, 2009). These interactions might allow children to gradually construct knowledge of the world, as well as knowledge of other people's mental states, by capturing cognitive regularities that cooperative agents try to make transparent to the child (Carpendale & Lewis, 2004). Eventually, children start using this knowledge to manipulate the mental states of other agents during referential communicative interactions. For instance, 4-year-old children use presumed knowledge of an interlocutor to select linguistic behaviors designed to change those mental states, producing more explicit descriptions of a toy when speaking to a blind as compared to a non-blind addressee (Maratsos, 1973), and simpler utterances towards a toddler than an adult (Shatz & Gelman, 1973). Five-year-old children can produce verbal requests that take into account the presumed knowledge of their interlocutor (Nilsen & Graham, 2009). However, it remains largely unknown how children learn to adjust their referential communicative behaviors to their mental model of an addressee.

Here we elaborate on the suggestion that the extent and nature of the social interaction children experience will influence the development of children's social understanding (Carpendale & Lewis, 2004; Cole & Mitchell, 2000; de Rosnay & Hughes, 2006; Lewis, Freeman, Kyriakidou, Maridaki-Kassotaki, & Berridge, 1996; Perner, Ruffman, & Leekam, 1994). Humans are exceptional among existing hominids for experiencing early developmental exposure to cooperative nonkin (Burkart, Hrdy, & Van Schaik, 2009), i.e. conspecifics that lack a genetic reason for collaborating, and it has been suggested that this developmental feature might boost motivational predispositions to share mental states with others (Hrdy, 2009). We quantify one aspect of this faculty through audience design, i.e. adjustments of communicative acts to the presumed abilities and knowledge of an interlocutor (Clark, 1996). Given that audience design presupposes control of the ability to share mental states with others, we focus on five-year-old children, i.e. children with fully-fledged theory of mind capacities (Wellman, Cross, & Watson, 2001). We quantify developmental exposure to two main sources of social interactions experienced by children between zero and four years of age, namely familial and non-familial.
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Experiences. The former were quantified in terms of years of experience with siblings, and parents’ level of education. The latter were quantified in terms of days per week of attendance to daycare (Cole & Mitchell, 2000; Cutting & Dunn, 1999; Holmes, Black, & Miller, 1996; Perner, et al., 1994; Ruffman, Perner, Naito, Parkin, & Clements, 1998).

Audience design effects were quantified in a controlled experimental setting involving the production of referential non-verbal behaviors with a communicative goal (de Ruiter, et al., 2010), exploiting a protocol previously validated in adults (Newman-Norlund, et al., 2009). In contrast to linguistic communication, the communicative behaviors evoked under these experimental conditions could not be directly based on previous concrete experiences. Accordingly, the novel communicative situation experienced by the children in this study allowed us to directly tap into their ability to influence the mental states of others through behaviors generated ex-novo. Five-year-old participants were told they were playing an online interactive game with a 2-year-old toddler and with a same-age peer, in alternation. In fact, a confederate performed the role of both addressees, while remaining blind to which one of the two roles he was performing in any given trial. Accordingly, both performance and response times of the two presumed addressees were matched. This feature of the protocol allowed us to test whether the mere belief that the child is communicating with addressees of different ability induces internally generated adjustments in the child behavior, over and above performance-related mutual adjustments (Hasson, et al., 2012; Pickering & Garrod, 2007). Furthermore, the precise quantification of children behavior afforded by this protocol distinguished between belief-driven adjustments restricted to the communicative components of the actions, and generic priming effects (Bargh, Chen, & Burrows, 1996; Marshall, Bouquet, Thomas, & Shipley, 2010). These procedures allowed us to test whether the social environment experienced by a child early during his development influences his ability to adjust a self-generated communicative behavior to his mental model of the addressee.

Materials and Methods

Participants

The experiment was approved by the local medical ethical committee (ECG, Nijmegen, The Netherlands). Parents with 5-year-old children (N = 24, 12 females, mean age 5.09, range 5.02 – 5.16) were recruited from a database of the Baby Research Center Nijmegen. The children's parents provided written informed consent for participation of their children in the study, and all participants received a book or monetary compensation for their visit.

Experimental design

The game involves a Communicator (a 5-year-old participant, displayed as a bird on the game board) and an Addressee (the confederate, displayed as a squirrel) interacting on a digital game board with a 3 x 3 grid layout (see Figure 1A). On each trial, their joint goal was for the Addressee to collect an acorn from the game board. Given that knowledge of the acorn's location in the game board was available to the Communicator only (on a printed copy of the game board, visible throughout the trial, see Figure 1A), a successful trial of this game required the Communicator to inform the Addressee where the acorn was located. Given the experimental setup, the Communicator could inform the Addressee only by moving the bird across the game board (event 2 in Figure 1B). The Addressee could then move the squirrel to the acorn's location only by interpreting the meaning of the Communicator's movements on the game board (event 3 in Figure 1B). For details on the experimental procedure see Appendix A of this chapter.

By touching a square on the screen with his/her finger, the Communicator could move the bird token to that square, and this movement was also visible to the Addressee. The bird could only move to the center of each of the nine grid squares, and only through vertical or horizontal displacements. This feature of the task was introduced to create a spatial disparity between the movements of the bird and the potential locations of the target object (any of the thirteen white circles, see Figure 1B). Namely, the bird could not be overlaid on the precise location of the acorn when a square contained more than one white circle (see Manipulation of task difficulty of Appendix A for details). The Communicator had no restrictions on planning time (event 1 in Figure 1B) or on movement time (event 2). The end of the movement epoch was marked by the return of the bird on the central square of the game board (nest). At this point, the token of the Addressee (the squirrel) appeared, in the center of the digital game board, visible to both players. The Addressee moved the squirrel to the location deemed appropriate given the movements of the Communicator (event
3). The Addressee had no temporal or spatial restrictions on the movements of the squirrel on the game board. Successful trials, in which the Addressee had moved to the location of the target, resulted in the presentation of a large acorn on the screen (event 4). A red “no” icon was presented over a small acorn for unsuccessful trials.

There were a total of 50 trials, subdivided in blocks of five trials (~35 min, Figure 1C). Each child was informed that he would be playing an interactive game with two addressees in turns; either a toddler (‘2-year-old’) or a same-age peer (‘5-year-old’). They were told that the game partners were sitting in other rooms and that they could see the bird token and the digital game board on their monitors. There were two pairs of fictitious child-toddler addressees, two presentation orders of child-toddler addressees, and two sets of target configurations, counterbalanced over participants.

Quantification of the social environment

Given that the extent and nature of the social interactions experienced by children is widely thought to influence the development of their social understanding (Carpendale & Lewis, 2004; de Rosnay & Hughes, 2006; Lewis, et al., 1996; Perner, et al., 1994), we considered two main sources of social interactions experienced by children, namely familial and non-familial experiences, reconstructed from interviews with the parents of the children. Familial experiences were indexed with the parents’ level of education (11 levels, 7.4 ± 1.6, group mean ± SD, range 4.5 – 10.5) and years of experience with siblings (i.e. the product of age and number of siblings: 4.3 ± 3.4, range 0 – 15.2; number of siblings: 1.2 ± 0.7, range 0 – 3). Non-familial experiences were indexed with the time spent at daycare (days per week) between the age of 0 and 4 (mean over these four years; 1.7 ± 0.9 days per week, range 0.25 - 3). We did not consider between ages 4 and 5 given that in the Netherlands it is customary to start primary school at age 4.

Data analysis

Audio- and video-recordings of the participant’s behavior were analyzed offline. Those trials in which the child behavior revealed procedural uncertainties (e.g. failing to return to the nest within 15 seconds, or interrupting the bird movements to look at the location of the acorn in the instruction game board) were excluded, leaving 80.1 ± 13.4% (mean ± SD) of the original trials for further analysis (~40 trials; four participants interrupted their performance after 30 trials).

This study builds on the findings of a previous report involving the same task and obtained in a group of women (Newman-Norlund, et al., 2009), showing that the communicator’s belief about age of the addressee changed communicative behavior. More precisely, these adults spent longer time on communicatively relevant locations of the game board when interacting with a presumed child addressee (vs. an adult addressee), i.e. using time as a tool to place emphasis on target information. The first goal of this study was to replicate this finding in a
group of five-year-old children. Accordingly, we considered the same dependent variable (namely, Time spent on game board locations), using the same statistical comparison, namely a two-way ANOVA with factors Addressee (Toddler, Child) and Location (Target, Non-target). The Time spent on game board location by the Communicator was calculated as the time interval between the first contact of the finger on the touch screen within the area of a square of the game board (either a Target or a Non-target location) and the subsequent contact of the finger within the area of a neighboring square of the game board. We considered the mean time spent on those location types per trial. It should be emphasized that, given the absence of temporal restrictions on the total time the children could spend on the game board, the time spent on target locations and the time spent on non-target locations could vary independently.

Having replicated the findings of (Newman-Norlund, et al., 2009) in this group of five-year-olds (Figure 2), we used a multiple linear regression analysis to assess the differential contribution of familial and non-familial sources of social interactions experienced by these children in the first four years of their life. These three independent variables (i.e. parents' level of education, years of experience with siblings, and time spent at daycare, see above) were jointly considered in the multiple regression analysis, with the degree of communicative adjustment observed in each child as dependent variable (i.e. the relative difference, \( \text{toddler} – \text{child} \) / \( \text{child} \), in time spent on Target locations between presumed toddler and child Addressee). This statistical approach allows one to make specific inferences on the inter-subject variance accounted for one variable, over and above the variance accounted by the other variables included in the multiple regression model.

Results

Communicative success

The percentage of successfully communicated trials was 63.4 ± 8.0% (mean ± SD). This is well above chance level (7.7%; 13 potential target locations).

Communicative adjustments

We tested whether 5-year-old children are able to adapt their referential communicative behavior (event 2 in Figure 1B) to the presumed age, or cognitive level, of their interlocutor. A two-way analysis of variance revealed a significant interaction of the factors Addressee (Toddler, Child) and Location (Target, Non-target) on the mean time spent on game board locations during the movement epochs, \( F(1,23) = 5.4, p = .03 \). This interaction was driven by the fact that the 5-year-old children spent more time on the Target locations (containing the acorn) when they thought to be interacting with the toddler Addressee as compared to the child Addressee, \( t(23) = 2.6, p = .014 \), two-sided paired t-test. There was no difference between the two Addressee types for the mean time spent on the Non-target locations (other visited locations), \( t(23) = 0.04, p = .97 \); see Figure 2.

Figure 2. Communicative adjustments. Time spent on Target and Non-target locations (during event 2 in Figure 1B; mean ± SEM; average time per trial) by the participants as a function of presumed Addressee (Toddler, Child).
Effects of social environment

We evaluated whether quantitative indexes of developmental exposure to social interactions of the child could explain inter-individual variability in the communicative adjustment observed over the whole group. A multiple linear regression analysis indicated that daycare attendance (i.e. mean days per week spent at daycare before starting school) predicted the communicative adjustments made by the 5-year-old participants, \( R^2 = .34, F(3,23) = 3.4, p = .039 \) (full model), \( \beta = .598, p = .005, R^2_{adj} = .24 \) (daycare attendance); see Figure 3. Parents’ level of education (\( \beta = -.14, p = .45 \)) and years of experience with siblings (\( \beta = .04, p = .84 \)) did not significantly account for inter-subject variance in communicative adjustments.

**Figure 3.** Effect of daycare attendance on communicative adjustments. Individual communicative adjustments of 5-year-old participants plotted against days spent at daycare before starting school (mean of ages 0 to 4). Communicative adjustment was indexed by the relative difference of time spent on Target locations (see Figure 2) between presumed toddler and child Addressees.

Discussion

We have tested whether the expression of audience design abilities in 5-year-old children is modulated by their previous history of social interactions. Participants were asked to influence the behavior of an addressee, in an experimental setting where no pre-existing communicative conventions were immediately available. In fact, the communicative means made available to the children were purportedly limited, challenging them to devise new communicative behaviors that could be understood by the addressees. There are three main results. First, 5-year-old children were able to influence the mental states of others even at their first encounter with a novel communicative setting. This communicative behavior was internally generated by the children, and motorically different from the behavior of the two presumed addressees (Figure 1B). Second, the mere belief of communicating with addressees of different ages selectively influenced the communicative behavior of the participants. The children spent longer at communicatively relevant locations when interacting with a presumed toddler addressee as compared to a presumed child addressee. This communicative adjustment was not a generic priming effect, being absent in communicatively irrelevant locations of the game-board. Third, the communicative adjustment observed in the children was predicted by the time spent at daycare during the previous years of their life. This latter finding refines the notion that human communicative skills might be shaped early during development (Burkart, et al., 2009; Herrmann, Gall, Hernandez-Lloreda, Hare, & Tomasello, 2007), emphasizing the fundamental role of non-familial interactions in the gradual construction of children's social understanding and abilities to influence the mental states of others (Carpendale & Lewis, 2004; de Rosnay & Hughes, 2006).

It has been suggested that children gradually construct mental variables through the regularities they experience within social interaction (Carpendale & Lewis, 2004; de Rosnay & Hughes, 2006; Peterson & Siegal, 2000). In contrast to a large body of work focusing on verbal reports of children's ability to *attribute* mental states to other people, as during Theory of Mind tasks (Baron-Cohen, Leslie, & Frith, 1985; Wellman, et al., 2001), here we considered children's ability to *influence* the mental states of others through non-verbal behaviors, i.e. the magnitude of their communicative adjustments. These spontaneous adjustments provided a sensitive index for quantifying inter-individual differences in communicative abilities close to the onset of those abilities. This sensitivity might arise from the implicit nature of the index of audience design used in this study, in line with findings previously obtained during language comprehension in children of similar age (Nilsen & Graham, 2012; Nilsen, Graham, Smith, & Chambers, 2008). Namely, in contrast to previous work
exploring how a child’s inhibitory control handles the conflict between the knowledge of the child and that of the addressee (Nilsen & Graham, 2012), in this study we manipulated the presumed abilities of the addressee, minimizing demands on the control abilities of the child (Rubio-Fernandez & Geurts, 2013).

The magnitude of communicative adjustments in 5-year-old children was predicted by the time spent in daycare during previous years of their life, over and above the effects accounted for by measures of the familial social environment (sibling experience, educational level of the parents). One possible mechanism accounting for this observation might relate to the importance that overheard communicative interactions have on the linguistic development of a child (Dunn & Shatz, 1989; Oshima-Takane, 1988; Oshima-Takane, Goodz, & Derevensky, 1996). Namely, kindergarten attendance might considerably boost the variety of children’s experience with this source of pragmatic inputs, enhancing their communicative skills. More generally, the structured social interactions afforded by a daycare environment (e.g. cooperative play, frequent integration of new group members) might provide the child with a larger set of communicative challenges than those experienced within a relatively stereotyped familial environment (Tomasello, 2008). These challenges might differ substantially from those experienced in a familial environment. In kindergarten, a child needs to communicate with a multitude of agents, and those agents lack a genetic reason for collaboration. Finally, kindergarten provides children with caregiving ‘alloparents’ that might boost their socio-emotional development (Van IJzendoorn, Sagi, & Lambermon, 1992).

It remains to be seen how the present findings, showing stronger effects of non-familial over familial experiences on the development of referential communicative adjustments, can be reconciled with previous reports, showing that measures of familial interactions predicted ‘false belief understanding’ (Lewis, et al., 1996; Perner, et al., 1994), as assessed with verbal reports. One possibility is that the communicative adjustments observed in this study might be mainly driven by children’s assumptions on the presumed cognitive capacities of the addressees, rather than by children’s understanding that the beliefs, desires, or intentions of other agents differ from reality (Cole & Mitchell, 2000; Perner, et al., 1994). Differences in outcome measures might also play a role, e.g. implicit measures of knowledge about a communicative interaction (as gathered through eye movements, reaction time, or movement times) vs. explicit verbal reports requiring a degree of executive control (Nilsen, et al., 2008; Rubio-Fernandez & Geurts, 2013).

This study opens the way for systematic and sensitive investigations into the contributions of early social experiences towards children’s communicative abilities, raising the possibility to chart the developmental trajectories generated by familial and non-familial social interactions (e.g. siblings, parents, non-sibling peers, alloparents) through longitudinal studies with objective measures of the time spent on those interactions.
Appendix A
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Experimental procedure

During the experiment, the participant sat in a sound-proof experimental room, facing a monitor displaying the digital game board (Figure 1A), while being video- and audio-recorded. An experimenter sat next to the participant, providing the task instructions and the trial-specific location of the target object (i.e. an acorn), but playing no part in the communicative game. A confederate sat outside the experimental room facing another monitor, showing the same game board seen by the participant. First, each child was familiarized with the experimental setup (5 trials, ~ 5 min). During these familiarization trials the child was encouraged to freely move the bird around the game board, experiencing the constraints on the bird's movements as described in the experimental design. The child was also instructed to return the character to the nest (center game board location) at the end of his movements. This task requirement was emphasized by a continuous sound (a bird squeak) that started when the child moved away from the nest and stopped when the child returned the bird to the nest.

Second, each child was informed that he would be playing an interactive game with two addressees in turns; either a toddler (‘2-year-old’) or a same-age peer (‘5-year-old’). They were told that the game partners were sitting in other rooms and that they could see the bird token and the digital game board on their monitors. In fact, the confederate performed the role of both addressees, while remaining blind to which one of the two roles he was performing in any given trial. At the onset of each trial the confederate did not know the location of the acorn, and he could infer that location only from the movements of the participant. There were a total of 50 trials (~35 min, Figure 1C). The participant alternately interacted with the two pseudo addressees in blocks of five trials. There were two pairs of fictitious child-toddler addressees, two presentation orders of child-toddler addressees, and two sets of target configurations, counterbalanced over participants. The game was programmed using Presentation (Neurobehavioral Systems, Albany, CA, USA) software on a Windows XP personal computer.

Manipulation of task difficulty

Task difficulty was manipulated by introducing a disparity between the movements allowed to the bird token (i.e. translations to the center of each square) and the potential location of target object (i.e. the white circles). Namely, the bird could not be overlaid on the precise location of the acorn when a square contained more than one white circle. ‘Easy, medium, and hard trials’
are distinguished according to their local characteristics, i.e. trials where the acorn was located in a square with one, two, or three white circles, respectively. Importantly, even in relatively easy trials the child needed to find a way to make clear to the Addressee which square contained the acorn, disambiguating it from other squares on the game board, in particular from those squares visited by the bird while moving across the game board. Easy, medium, and hard trials were pseudo-randomly intermixed such that there was an overall increase in difficulty during the course of the experiment. The rationale for manipulating task difficulty was to challenge the participants toward the creation of new communicative behaviors.

The percentage of successfully communicated easy trials was 94.6 ± 6.7%. Medium and hard trials were successfully communicated on 57.1 ± 11.7% and 16.8 ± 19.9% of the trials, respectively.

Note that the above mentioned classification scheme is not suitable for objectively and consistently categorizing the communicative difficulty experienced by the participants, since trials with similar local characteristics might actually differ in difficulty. For instance, the top right square of the game board contains the same number of potential target locations (i.e. 2 circles, see Figure 1A) as the square in the middle of the bottom row. However, discriminating between the two circles in the latter square may involve different communicative strategies than discriminating between the two circles in the top right square: The left circle in the bottom middle square may require a detour over other squares to disambiguate it from the top circle in the same square. Besides the number of potential target locations, the exact spatial configuration of those target locations may lead to different communicative strategies and difficulties.

Supplemental Analyses
In the following sections, we report a number of additional, post-hoc analyses designed to verify the specificity of the findings reported in the main text.

Communicative specificity of the adjustments in children behavior
We performed additional analyses to verify whether the adjustments reported in the main analysis (Figure 2) were specific to communicative aspects of the children’s behavior. The main analysis already addresses this issue by contrasting the time spent on a communicatively relevant location of the game board (i.e. Target location) with the time spent on other locations of the game board (Non-target locations). Here we report the results of additional post-hoc comparisons on dependent variables selected for being closer to motoric than communicative aspects of the children’s performance. The aim of these comparisons was to assess whether the interaction effect found in the Addressee * Location ANOVA could in fact be a generic motoric effect evoked by the belief of communicating with a Child or a Toddler. We considered the dependent variables of planning times (duration of event 1, Figure 1b), movement times (duration of event 2), the number of moves made by the participants, movement times of the confederate (duration of event 3), and communicative success. These additional post-hoc tests were calculated for each of the two Addressee types (Toddler, Child) and statistically compared by means of two-sided paired t-tests. It should be emphasized that these post-hoc tests dealt exclusively with one of the main effects considered in the two-way ANOVA (namely, Child vs. Toddler difference), and therefore those tests could not increase the risk of finding a false positive interaction in the two-way ANOVA.

We found that the dependent variables of overall planning and movement times ($p = .13$ and $p = .17$) and the number of moves made by the participants ($p = .87$), as well as performance and response times of the confederate ($p = .12$ and $p = .10$), were matched between both Addressee types. These results support the notion that the adjustments reported in the main analysis (Figure 2) were specific to communicative aspects of the children’s behavior.

Temporal dynamics of the communicative adjustments
We performed an additional analysis to test whether the children’s communicative adjustments reported in the main analysis (Figure 2) were present from their first encounter with this communicative setting. The two-way ANOVA with factors Addressee and Location reported in the main text (Figure 2) was
therefore further qualified by separately testing this interaction in the first and in the second half of the experiment, through a three-way ANOVA with factors Addressee, Location, and Task epoch. There was a significant three-way interaction, $F(1,23) = 5.2$, $p = .033$, indicating that the interaction effect of Addressee and Location on the Time spent on game board locations was present in the first half of the experiment, $F(1,23) = 5.9$, $p = .024$, but not in the second half, $F(1,23) = 0.4$, $p = .56$; see Figure S1. These results indicate that the communicative adjustments reported in the main analysis (Figure 2) were present from the children's first encounter with this communicative setting. In fact, the communicative adjustments were attenuated with experience of the ongoing communicative interaction, in line with the findings of (Newman-Norlund, et al., 2009).

Supplemental Table 1. Explanatory variables and their predictive value on communicative adjustment as determined with single linear regression analyses.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Beta</th>
<th>t-statistic</th>
<th>significance (p)</th>
<th>$R^2_{adj}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Siblings</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of siblings</td>
<td>-1.40</td>
<td>-0.662</td>
<td>.515</td>
<td>.020</td>
</tr>
<tr>
<td>Number of younger siblings</td>
<td>-1.25</td>
<td>-0.125</td>
<td>.589</td>
<td>.020</td>
</tr>
<tr>
<td>Number of older siblings</td>
<td>-0.01</td>
<td>-0.053</td>
<td>.958</td>
<td>.045</td>
</tr>
<tr>
<td>Cumulated sibling age</td>
<td>1.26</td>
<td>0.594</td>
<td>.559</td>
<td>.020</td>
</tr>
<tr>
<td>Birth order (e.g. first born)</td>
<td>-0.01</td>
<td>-0.053</td>
<td>.958</td>
<td>.045</td>
</tr>
<tr>
<td>Socio-economic status</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mother's education level</td>
<td>0.052</td>
<td>0.243</td>
<td>.811</td>
<td>.043</td>
</tr>
<tr>
<td>Father's education level</td>
<td>-0.077</td>
<td>-0.362</td>
<td>.721</td>
<td>.039</td>
</tr>
<tr>
<td>Task performance</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Communicative success</td>
<td>-0.163</td>
<td>-0.774</td>
<td>.447</td>
<td>.018</td>
</tr>
<tr>
<td>Relative communicative success</td>
<td>0.032</td>
<td>0.152</td>
<td>.881</td>
<td>.044</td>
</tr>
<tr>
<td>Communicative success easy trials</td>
<td>-0.049</td>
<td>-0.228</td>
<td>.822</td>
<td>.043</td>
</tr>
<tr>
<td>Communicative success medium trials</td>
<td>0.347</td>
<td>1.738</td>
<td>.096</td>
<td>.081</td>
</tr>
<tr>
<td>Communicative success hard trials</td>
<td>-0.282</td>
<td>-1.379</td>
<td>.162</td>
<td>.038</td>
</tr>
<tr>
<td>Other</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time spent at home with computer and television</td>
<td>0.231</td>
<td>1.112</td>
<td>.278</td>
<td>.010</td>
</tr>
</tbody>
</table>
General discussion
Although a great deal of effort has been spent in studying features and rules of natural language (Chomsky, 1995; de Saussure, 1910-1911; Jackendoff, 2002), undoubtedly improving our understanding of the cognitive structures intrinsic to this faculty (Hauser, et al., 2002), considerably less emphasis has been given to understanding one of the biological functions supported by language, i.e. referential communication (Levinson, 2006; Schilbach, et al., 2013). As outlined in the general introduction, it has been suggested that encoding-decoding schemes, sensorimotor associations, language abilities, reinforcement learning algorithms, automatic interactive alignments, or specialized (social) brain modules support our communicative abilities (Adolphs, 2009; Chomsky, 1995; Hari, Himberg, Nummenmaa, Hamalainen, & Parkkonen, 2013; Hasson, et al., 2012; Keysers & Perrett, 2004; Pickering & Garrod, 2004; Rizzolatti & Craighero, 2004; Shannon, 1948). However, given the vast number of possible meanings that can be attributed to a communicative action, it remains unclear how symbols can be rapidly selected and interpreted by virtue of any of those mechanisms.

In this thesis, I have addressed the fundamental issue of how meanings are continuously negotiated during communicative interactions. These semiotic negotiations happen continuously: obviously when communicating with others in the absence of a common idiom, but also when learning a language as infants, as well as during most daily conversations. Common words do not contain fixed meanings - they may provide us with clues on a communicative meaning - but are coordinated through an interactive process by which people in dialogue seek and provide evidence that they understand one another (Brennan, et al., 2010). I have addressed this continuous negotiation of meaning by considering human communication as a joint construct of interacting agents, contingent on the interaction dynamics. I have operationalized these fundamental properties of human referential communication through experimental procedures in which people interacted independently from the speech and gestures that are
often used as behavioral vehicles for communicating mental representations. I have exploited a live interactive task (see BOX 1 in chapter 1) in which pairs of participants, as in natural dialogue, continuously need to disambiguate each other’s behaviors by taking into account inferred knowledge and beliefs of their interlocutor, conceptual knowledge that presumably accumulates or is sharpened in our minds as we interact. In this final chapter, I will first summarize studies described in the previous chapters and then provide an integrated view of the mechanisms supporting our communicative abilities in the light of the novel findings described in this thesis.

Summary of the empirical findings

Studying social neural dynamics comes with hard methodological challenges. First, it is necessary to appropriately capture the social dynamics. That means having an experimental platform that combines experimental control with sensitivity to the multidimensional and time-varying features of interpersonal interactions. Second, it is necessary to appropriately capture the neural dynamics. Magnetoencephalography offers the possibility to do that, non-invasively, in humans. However, MEG is also exquisitely sensitive to variations in the position of the head of participants engaged in communicative interactions over multiple experimental sessions. Chapter 2.1 described a set of tools that I have created to overcome those methodological issues, a necessary step for being able to capture functionally specific neuronal markers of human communicative interactions. However, given that head movements pose a fundamental challenge for MEG measurements, these methods might be applied to study cognitive systems other than the main focus of this thesis. Accordingly, I have quantified their use in the context of three different experimental settings, involving somatosensory, visual, and auditory stimuli, assessing both individual and group-level statistics. The online head localization procedure allowed for optimal repositioning of subjects over multiple sessions, resulting in a 28% reduction of the variance in dipole position and an improvement of up to 15% in statistical sensitivity. Offline incorporation of the head position time-series into the general linear model resulted in improvements of group-level statistical sensitivity between 15% and 29%. These tools thus can substantially reduce the influence of head movement within and between sessions, contributing to the sensitivity of many cognitive neuroscience experiments.

Chapter 3 captured the social neural dynamics of the mechanisms supporting our referential communicative abilities, as operationalized with the communication game. In chapter 3.1, I have used MEG to assess spectral, temporal, and spatial characteristics of neural activity evoked when people generate and understand novel shared symbols during live communicative interactions. By directly contrasting those phenomena with a control interaction involving no communicative necessities, I have tested the prediction that both production and comprehension of novel communicative actions rely on shared neural patterns associated with flexible conceptual knowledge. During communicative interactions, two brain regions exhibited significantly stronger power, most pronounced around 55–85 Hz, resulting from broad-band up-regulated neural activity in ventromedial prefrontal cortex and the right temporal cortex. This effect was strongly right-lateralized, emerged already before the occurrence of a particular communicative problem, and well before the observation of communicative actions. These findings sharpen our understanding of the mechanisms supporting human communicative behavior by showing how portions of temporal and ventral prefrontal cortex support both production and comprehension of novel communicative actions with neural activity that predate in time the occurrence of observable communicative events, offering a novel perspective on the implementation of the computations occurring during communicative behavior. In chapter 3.2 I have qualified the characteristics of this flexible conceptual knowledge, showing that it relates to inferred knowledge and beliefs shared across interlocutors. I simultaneously recorded fMRI in two interacting participants engaged in building a pair-specific conversational context, and tested for the cerebral consequences of manipulating common ground dynamics. As common ground emerged within a pair of interlocutors, activity in the right superior temporal gyrus also increased, during both production and comprehension of a communicative action. Using spectral coherence analysis of the BOLD signal across pairs, I have shown that this increased activity was coherent across participants of a pair over periods spanning multiple communicative interactions, well above the occurrence of individual sensory tokens. This slow-frequency within-pair coherency was considerably stronger than that measured in pairs of communicators not sharing a conversational context. These findings indicate that establishing common ground relies on shared, pair-specific reasoning about conceptual features of an ongoing interaction, rather than about the sensory tokens of the interaction.

The studies in chapter 3, as well as many others dealing with understanding of another agent’s intentions, have highlighted several key cortical regions, such as the right posterior superior temporal sulcus (pSTS) and the ventromedial prefrontal cortex (vmPFC). Chapter 4 qualified the contributions of those regions to human communicative abilities by interfering with their neural activity. In chapter 4.1 I have disturbed neural activity in right pSTS to test whether this region is necessary for understanding the meaning of novel communicative actions. Specificity of TMS intervention was ensured by controlling for the communicative relevance of the stimuli and for the cerebral location of the
intervention. Performance was indexed by Task Efficiency, defined as the number of correct responses per unit of planning time, and by Efficiency Rate, defined as the rate of change (across trials) in Task Efficiency. After rTMS over right pSTS, but not left MT+, the Efficiency Rate of participants was reduced in the communicative game, but not in a visual tracking task. In contrast, after rTMS over left MT+, participants were not able to benefit from experience gained during the previous trials of the visual tracking task (Task X Site interaction). There were no corresponding interactions between tasks and site of rTMS intervention on the Task Efficiency parameter. These findings qualify how right pSTS contributes to understanding the meaning of non-verbal communicative actions. Contradicting previous models of right pSTS contribution to human communication, repetitive TMS over right pSTS did not disrupt the general ability to interpret novel communicative actions. Instead, interference of this region affected the ability to improve task performance. Accordingly, right pSTS appears to be necessary for incorporating previous knowledge, accumulated during interactions with a communicative partner, to constrain the inferential process that leads to action understanding. In chapter 4.2, I have exploited an unfortunate experiment of nature to test whether a lesion in the vmPFC impairs patients’ ability to adapt their referential communicative behavior to the presumed age, or cognitive level, of their interlocutor. Specificity of the effects of brain damage was ensured by lesion-symptom mapping and by comparing communicative behaviors evoked by vmPFC patients with behaviors evoked by lesion and healthy control subjects. Ventromedial prefrontal lesion patients communicated as effectively as lesion and healthy controls, but failed to adjust their communicative behavior to both the addressee’s performance and presumed abilities. These findings indicate that following a lesion to the ventromedial prefrontal cortex, humans are still motivated and able to select and alter effective communicative actions, but those actions are not guided by a mental model of their current communicative partner. This observation confirms the notion that the ventromedial prefrontal cortex is involved in selecting behaviors guided by a mental model of the social world, and it suggests a cerebral dissociation between selecting an effective communicative action and adjusting the manner of that action to the presumed characteristics of the addressee.

In chapter 5 I have considered a different element of the causal mechanisms supporting our communicative abilities. I took a developmental perspective to understand how the neural mechanisms isolated in chapters 3 and 4 are acquired and shaped. Building on the suggestion that collaborative experiences early in life might be crucial for the emergence of mental coordination abilities, in chapter 5.1 I have assessed the relative contribution of social exposure to familial and non-familial agents on 5-year-olds’ referential communicative adjustments to their mental model of an addressee within the communication game. In contrast to linguistic communication, the communicative behaviors evoked under these experimental conditions could not be directly based on previous concrete experiences. Accordingly, the novel situation experienced by the children allowed me to directly tap into their ability to influence the mental states of others through internally generated behaviors. I found that the 5-year-olds spontaneously organized their non-verbal communicative behaviors according to their beliefs about an interlocutor, producing more emphatic communicative actions when they thought they were addressing a two-year-old toddler than when they thought they were addressing an age-peer. Other aspects of their actions were not influenced by their beliefs. The main finding of this study was that the magnitude of these communicative adjustments was predicted by the time spent at daycare, from birth until four years of age, but not by effects of familial social environment. These results suggest that the degree of non-familial social interaction early in life modulates the influence that children’s beliefs have on their referential communicative behavior.

Outlook
This work raises a number of outstanding issues that deserve further investigations. The ability to quickly converge on a common ground of knowledge and beliefs across communicators, efficiently building new and re-configuring existing semiotic conventions, emerges at different levels of human communication; from infants learning a language without access to the local communicative conventions, to adults with purportedly limited communicative means (shape movements on a game board) as in the studies outlined above. The present work indicates that the meaning of novel shared symbols might be rapidly inferred by embedding those symbols in a conceptual space whose activation predates in time the processing of the symbols themselves (van Berkum, et al., 2008). Even during a simple conversation, we continuously update and sharpen our (conceptual) predictions on sensory material according to the recent history of the communicative interaction. However, it remains a mystery how the human mind constrains the inferential process that leads to action selection and understanding within communicative interaction; i.e. how do we abstract and sort the available information on the basis of relevance? I expect that future investigations on the neural implementation of how representations are constructed from and integrated with incoming stimulus material may provide insight in why individual differences and particular communication failures occur.
This work also hints at a number of neurocognitive dissociations that will deserve further investigation. For instance, there is an ongoing debate as to whether our theory-of-mind abilities can be subdivided in a cognitive component, supporting our abilities to take into account knowledge and beliefs of another agent, and an affective component, supporting our abilities to take into account the feelings of another agent (Gupta, et al., 2012; Shamay-Tsoory, et al., 2009). Recent investigations from our lab seem to initially support such a dissociation, as when measures of fluid intelligence and systemizing abilities, but not empathy and reward-related tendencies, have been shown to account for significant portions of inter-subject variability in the ability to quickly grasp novel communicative meanings according to recent communicative interactions (e.g. chapter 4.1 and (Volman, et al., 2012)). In contrast, empathy scores appear to be more closely related to audience design abilities (Newman-Norlund, et al., 2009). Taken together, I suggest that while pro-social attitudes (approximately indexed by empathy) might provide the motivational drive necessary for adjusting communicative behavior to a given agent (Tomassello, 2008), other general-purpose cognitive abilities (approximately indexed by fluid intelligence) might provide the computational tools necessary to cope with the complexity of human referential communication (van Rooij, et al., 2011). Studying human development might provide a relevant handle for understanding how those motivational drives and cognitive abilities are implemented and coordinated. In a first attempt to address these issues (chapter 5.1), I have investigated children’s ability to influence the mental state of others, and whether these abilities are influenced by the extent and nature of children’s social interactions (Carpendale & Lewis, 2004; de Rosnay & Hughes, 2006; Dunn & Shatz, 1989; Hrdy, 2009; Lewis, et al., 1996; Perner, et al., 1994). The rationale and focus of this study is quite different from a large body of existing developmental work that has focused on our ability to attribute mental states to others (Baron-Cohen, et al., 1985; Wellman, et al., 2001). In a nutshell, my work suggested that referential communicative abilities might be bootstrapped within social interaction itself: 5-year-olds’ internally-generated communicative adjustments to their mental model of an addressee were shaped by their early social experience with other cognitive agents. Those results illustrate the relevance of charting the developmental trajectories generated by different sources of social interaction through longitudinal studies with objective measures of the time spent on those interactions. It is known that, in adults, social network size has a positive impact on neural circuits deemed relevant for social cognition, e.g. vmPFC, pSTS, anterior cingulate cortex, and amygdala (Bickart, Wright, Dautoff, Dickerson, & Barrett, 2011; Kanai, Bahrami, Roylance, & Rees, 2012; Lewis, et al., 2011; Sallet, et al., 2011). Accordingly, it appears relevant to explore how brain development is influenced by early social experiences that have an impact on our communicative abilities, and whether such effects are long-lasting.

Studying the effects of brain lesion on non-verbal communicative abilities is another dimension that, besides its clinical relevance, might prove extremely fruitful for understanding the neural mechanisms supporting those abilities. For instance, studies of patients suffering from frontotemporal dementia (FTD - a deterioration of the ventral base of the frontal lobe progressing towards the anterior temporal lobes (Snowden, Neary, & Mann, 2002)) reveal that intrinsically motivated social relationships are severely affected when the frontal lobe and right temporal pole degenerate (Fiske, 2010). The behavioral variant of FTD (bvFTD), also referred to as frontal variant FTD (FvFTD), is known for leading patients to fail to recognize that anything is wrong with their behaviors (lack of insight) (Avineri, 2010). The patient is able to reason about social rules even though the same patient has difficulty putting these rules into action (Mikesell, 2010). In a similar vein, patients can understand that others can have different beliefs but perform badly when asked about the emotional state of another (Mates, 2010). Social deficits may be seen during conversational exchanges where a patient is unable to keep track of events occurring during the interaction, and thus is unable to hold a coherent conversation. Semantic dementia, also referred to as temporal variant FTD (tvFTD), is associated with predominantly temporal lobe atrophy, typically greater in the left than in the right hemisphere (Weder, Aziz, Wilkins, & Tampi, 2007). Studies involving semantic dementia patients show that the anterior temporal lobes are important for accessing knowledge of coherent concepts (Lambon-Ralph, et al., 2010). When these patients are shown a picture of a cat and are asked to point out other related items from a list, they point to photos of animals sharing superficial features with the cat, rather than conceptual similarities. For instance, the patients might include furry and long-tailed animals, and exclude tigers and lions. Taken together, these observations point to a degree of specialization between temporal and frontal contributions to human communication: The anterior temporal lobes might be particularly relevant for processing coherent concepts, whereas the frontal cortex might be involved in putting this knowledge into action as when dealing with model-based representations of other agents. This consideration fits with the observation that patients with vmPFC lesions were able to communicate as effectively as control groups, but they did not adjust their communicative behavior to the characteristics and performance of a presumed addressee (chapter 4.2). It remains to be seen whether these considerations on a division of labour between frontal (vmPFC) and anterior temporal cortex generalize to non-communicative decisions (e.g. foraging choices, (Kollinger, Behrens, Mars, & Rushworth, 2012)) and to linguistic communication (Gupta, et al., 2012).
Finally, it should be emphasized that this thesis has largely focused on empirical observations obtained in the context a highly controlled experimental setup, designed to capture one crucial element of communicative interaction, namely sharing meanings of novel symbols extended over several seconds. It remains to be seen whether this approach is adequate for understanding the theoretical components and the cerebral mechanisms supporting human communication. Certainly, it will be important to test how the present findings generalize to other communicative materials (e.g., linguistic and/or gestural), and to interactive situations where communicative roles can be frequently exchanged, as during natural dialogue.

Conclusion

This thesis elaborates upon theories of human referential communication and extends these theories to the domain of context-dependent social interaction, an important feature for the generation of novel shared symbols. Functional imaging data, supported by the observation of consequences of brain injury and transient interference with brain function, highlight a fundamental role for right temporal and ventromedial prefrontal brain regions in the coordination and mediation of social cognitive constructs as required for referential communication in social interaction. I have discussed empirical evidence obtained in an interactive communicative setting, showing that generating and comprehending novel shared symbols upregulates the same neuronal mechanisms in these cortical regions known to be crucial for processing conceptual knowledge, across pairs of communicators, and over temporal scales independent from transient sensorimotor events (chapter 3.1). In fact, the neural dynamics of right superior temporal gyrus indicates that those conceptual operations span multiple communicative exchanges, temporally synchronized within a communicating pair, and modulated when novel knowledge is generated among interlocutors (chapter 3.2). During comprehension of novel symbols, the right posterior superior temporal sulcus supports our ability to benefit from recent communicative experiences with a communicative partner (chapter 4.1), whilst during generation, the ventromedial prefrontal cortex is crucial for making communicative adjustments to the inferred knowledge and beliefs of the interlocutor (chapter 4.2). Taken together, these findings indicate that the meaning of a novel symbol arises from a conceptual space dynamically defined by the ongoing interaction, rather than by individual communicative tokens themselves. The figure on the other page summarizes these considerations and the main issues addressed in this thesis.

In human referential communication, we continuously need to disambiguate each other’s behaviors by taking into account inferred knowledge and beliefs of our interlocutor, conceptual knowledge that presumably accumulates or is sharpened in our minds as we interact. In fact, when we do so, “common ground” emerges, specifically bound to the context and participants of the interaction, as indicated by pair-specific temporal synchronization of cerebral activity (blue and orange timecourses, bottom panel), over a time scale spanning several communicative interactions. Functional imaging data, supported by observation of consequences following brain injury, highlight a fundamental role for right temporal and ventromedial prefrontal brain regions in the coordination of this conceptual knowledge. This thesis suggests that the right temporal lobe (TL) keeps inferred knowledge of our interlocutor aligned to the conversational context. The right posterior superior temporal sulcus (pSTS) generates predictions on stimulus material based on the shared communicative history. The ventromedial prefrontal cortex (vmPFC) guides communicative decisions on the basis of a model of inferred knowledge about the interlocutor.
Nederlandse samenvatting

Stel je voor dat je in een kroeg je lege glas van de tafel pakt en in de lucht houdt. Om deze actie te begrijpen, is het belangrijk de mechanismen te bestuderen die de grijp- en hefbeweging mogelijk maken; bijvoorbeeld hoe patronen van retinale stimulatie vertaald kunnen worden naar veranderingen in momentum van de armpjes. Deze informatie is fundamenteel om de instrumentele aspecten van de beweging te begrijpen, maar een barman die jouw actie observeert zou volledig de plank misslaan wanneer hij alleen deze aspecten van jouw actie in acht zou nemen. Sommige acties, misschien wel de meeste menselijke acties, worden niet alleen geselecteerd en begrepen aan de hand van hun mechanische consequenties, maar vooral ook aan de hand van hun sociale implicaties. Het is heden de vraag hoe de sociale constructen die noodzakelijk zijn om een dergelijke communicatieve actie te begrijpen, in het menselijk brein worden geïntegreerd met de instrumentele aspecten van de actie. Tegelijkertijd is weinig bekend over hoe onze uitzonderlijke communicatieve vaardigheden, wanneer vergeleken met andere diersoorten, cognitief geïmplementeerd en gevormd worden. Dit proefschrift betrekt zich tot het begrijpen van hoe we een actie kunnen selecteren die de ‘mentale toestand’ van een ander kan beïnvloeden, zoals geschetst door de situatie waarin een klant een drankje kan bestellen door zijn lege glas te heffen in het zicht van een barman.

In deze wetenschappelijke proeve heb ik een van de grote vraagstukken in de sociale wetenschappen geadresseerd. Namelijk, hoe we in staat zijn betekenenissen van een communicatieve actie te delen gedurende onze sociale interacties. Onderhandelingen over de betekenis van een communicatieve actie zijn alomtegenwoordig. Een voor de hand liggend voorbeeld is wanneer we met anderen communiceren in de afwezigheid van een gezamenlijke taal (denk aan een buitenlandse toerist), of wanneer we een taal leren als kind. Maar dergelijke onderhandelingen vinden ook plaats tijdens onze dagelijkse...
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de gereedschappen, een hoofdlocalisatie procedure, maakte het mogelijk van het somatosensorische, het visuele, en het auditieve systeem. Een van context van drie verschillende experimentele situaties, bestaande uit stimulatie heb ik de consequenties van toepassing van deze methoden vastgesteld in de het algemeen, kunnen deze gereedschappen ook toepassing vinden in de studie hoofdbewegingen een fundamenteel probleem vormen voor MEG metingen in in hoofdpositie van de proefpersonen wanneer deze gedurende meerdere dynamiek te vangen. Magnetoencephalography (MEG) biedt de mogelijkheid om met gevoeligheid voor de multidimensionale en tijdsafhankelijke eigenschappen belangrijk op passende wijze de interactiedynamiek te vangen. Hiervoor heeft De studie van de neurale mechanismen die sociale interactie ondersteunen, brengt zware methodologische uitdagingen met zich mee. Allereerst is het belangrijk op passende wijze de interactiedynamiek te vangen. Hiervoor heeft men een experimenteel platform nodig dat experimentele controle combineert met gevoeligheid voor de multidimensionale en tijdsafhankelijke eigenschappen van interpersoonlijke interactie. Ten tweede is het noodzakelijk de neurale dynamiek te vangen. Magnetoencephalography (MEG) biedt de mogelijkheid om dat te doen, non-invasief, in mensen. Echter, MEG is erg gevoelig voor variaties in hoofdpositie van de proefpersonen wanneer deze gedurende meerdere experimentele sessies met elkaar interacteren. Hoofdstuk 2.1 beschreef een set van gereedschappen die ik gecreëerd heb om deze methodologische obstakels te overwinnen. Een noodzakelijke stap om functioneel specifieke neuronale kenmerken van menselijke communicatieve interacties te vangen. Aangezien hoofdbewegingen een fundamenteel probleem vormen voor MEG metingen in het algemeen, kunnen deze gereedschappen ook toepassing vinden in de studie van andere cognitieve systemen dan beschreven in dit proefschrift. Daarom heb ik de consequenties van toepassing van deze methoden vastgesteld in de context van drie verschillende experimentele situaties, bestaande uit stimulatie van het somatosensorische, het visuele, en het auditieve systeem. Een van de gereedschappen, een hoofdlocalisatie procedure, maakte het mogelijk proefpersonen optimaal te herpositioneren tussen verscheidene meetsessies, resulterende in een 28% afname van variantie in de localisatie van de neuronale bron en een verbetering van 15% in de statistische gevoeligheid. Het meenemen van de hoofdpositie informatie in de analyses, door middel van een ‘general linear model’, resulteerde in een 15 tot 29% toename van de statistische gevoeligheid op groepsniveau. Deze gereedschappen kunnen dus substantieel bijdragen aan het minimaliseren van de gevolgen van hoofdbewegingen tussen en binnen meetsessies, daarbij bijdragen aan de gevoeligheid van vele cognitieve neurowetenschappelijke experimenten.

Hoofdstuk 3 beschreef de neurale mechanismen die sociale interactie ondersteunen, als gevangen met de communicatie taak. In hoofdstuk 3.1 heb ik MEG gebruikt om zowel spectrale, temporele, als spatiale karakteristieken van neurale activiteit te beschrijven die onderliggend zijn aan het ontstaan van nieuwe gedeelde betekenissen van communicatieve acties, zoals uitgelokt door de communicatie taak. Door deze fenomenen direct te contrasteren met een interactieve controle taak met daarin geen communicatieve noodzaak, testte ik de predictie dat zowel de productie als comprehensie van nieuwe communicatieve acties herzelfde neurale patronen laten zien. Want, zo luidde de hypothese, in beide gevallen wordt informatie omtrent de kennis van een communicatieve partner in het proces meegenomen. Tijdens de communicatieve interacties, lieten twee hersengebieden significant meer signaal activiteit zien, goed waarneembaar rondom 55-85 Hz in het spectrum, resulterend door breedbandige, omhoog gereguleerde neurale activiteit in de ventromediale prefrontale cortex en de rechter temporaalkwab. Dit effect was sterk rechts-gelateraliseerd en was al zichtbaar voordat er een afzonderlijke communicatieve handeling plaatsvond. Deze bevindingen verschepen ons begrip van de mechanismen onderliggend aan onze communicatieve vaardigheden door de laten zien hoe delen van de prefrontaal en de temporaalkwab, gebieden die noodzakelijk zijn voor de verwerving van conceptuele kennis, zowel de productie als comprehensie van nieuwe communicatieve acties ondersteunen. De constatering van neurale activiteit die de communicatieve gebeurtenissen voorafgaat, biedt een nieuw perspectief betreft de computaties die plaatsvinden tijdens communicatieve interacties. In hoofdstuk 3.2 heb ik de eigenschappen van deze conceptuele kennis verder gekwalificeerd, waarbij ik heb laten zien dat het gerelateerd is aan kennis die verondersteld werd gedeeld te zijn tussen de communicatieve partners. Hiervoor heb ik de hersenactiviteit van twee proefpersonen tegelijk gemeten met twee functional magnetic resonance imaging (fMRI) scanners, terwijl deze proefpersonen bezig waren met het opbouwen van een paar-specifieke conversatiescherm. In deze situatie werd een serie van communicatieve interacties. Terwijl er ‘common ground’ ontstond in de gesprekken. Gemeenschappelijke woorden bevatten geen vaste betekenissen - ze verschaffen ons hints met betrekking tot een betekenis - maar worden onderhandeld als een interactief proces waarin de deelnemers aan een dialoog zowel bewijs zoeken als verstrekken omtrent wederzijds begrip. In dit proefschrift brengt een unieke onafhankelijke procedure, inzake een communicatieve betekenis geadresseerd door mensen, communicatie als een gezamenlijk construct van de communicatieve partners te beschouwen die gebeurlijk is met de interactiedynamiek. De studie van deze fundamentele eigenschappen van menselijke communicatie heb ik geoperationaliseerd middels experimentele procedures waarin mensen met elkaar interacteren, buiten het bereik van de spraak en gebaren die vaak ingezet worden voor het communiceren van betekenissen. Ik heb gebruik gemaakt van een non-verbale, interactieve communicatie taak (zie BOX 1 in hoofdstuk 1) waarin proefpersoonparen, net als in een alledaags gesprek, continu elkaars acties proberen te begrijpen aan de hand van wat ze denken dat de ander weet, kennis die waarschijnlijk toeneemt of wordt aangescherpt naargelang verdere interacties plaatsvinden. Hier volgt een samenvatting van de empirische studies die beschreven zijn in de voorgaande hoofdstukken, gevolgd door een geïntegreerde beschouwing van de mechanismen die onze communicatieve vaardigheden ondersteunen aan de hand van de nieuwe bevindingen beschreven in dit proefschrift.
proefpersoonparen, nam activiteit toe in de rechter temporoalkwab, zowel tijdens de productie als comprehensie van een nieuwe communicatieve actie. Gebruikmakende van spectrale coherentie analyse van de BOLD signalen van de verschillende proefpersoonparen heb ik laten zien dat deze toenemende activiteit alleen coherent was tussen de proefpersonen van hetzelfde paar, over tijdspériodes die langer waren dan de tijdsduur van meerdere communicatieve interacties opgeteld. Deze laag-frequente, paar-specifieke koppeling was significant sterker dan in proefpersoonparen die geen communicatieve geschiedenis deelden. Een aantal invloedrijke theorieën betreft menselijke communicatie (zie hoofdstuk 1) legt sterk de nadruk op de specifieke, instrumentele eigenschappen van een communicatieve actie. Echter, bij elkaar genomen, lijken deze bevindingen er eerder op te wijzen dat de betekenis van een communicatieve actie meer afhankelijk lijkt te zijn van conceptuele eigenschappen, gedefinieerd door de paar-specifieke conversationele context, met daarin verondersteld gedeelde betekenissen.

De studies in hoofdstuk 3, evenals andere studies die zich bezig houden met hoe we de intenties van een ander begrijpen, hebben een aantal relevante corticale gebieden op de kaart gezet, zoals de rechter posterieur superieur temporaal sulcus (pSTS) en de ventromediale prefrontaal cortex (vmPFC). Hoofdstuk 4 heeft de bijdrage van deze gebieden aan menselijke communicatieve vaardigheden gekwalificeerd door te interfereren met neurale activiteit in deze gebieden. In hoofdstuk 4.1 heb ik de neurale activiteit in de rechter pSTS verstoord om te testen of dit gebied noodzakelijk is voor het begrijpen van de betekenis van nieuwe communicatieve acties. Specificiteit van de interventie met transcraniale magnetische stimulatie (TMS) werd gewaarborgd door te controleren voor de communicatieve relevantie van de stimuli middels een niet-communicatieve taak, en voor de locatie van de interventie middels stimulatie van een ander, aangrenzend hersengebied. Observatie van het gedrag liet zien dat er in beide taken sterke leereffecten aanwezig waren. Echter, na stimulatie van de rechter pSTS, maar niet van het controle hersengebied, nam de communicatieve prestatie minder snel toe dan gedurende de controle taak. De proefpersonen konden dus minder goed hun voordeel doen met de ervaring die ze hadden opgedaan tijdens voorgaande communicatieve interacties. Deze bevindingen kwalificeren de rol van de rechter pSTS in het begrijpen van de betekenis van nieuwe non-verbale communicatieve acties door te laten zien dat de rechter pSTS noodzakelijk lijkt voor het incorporeren van kennis opgedaan tijdens eerdere interacties met een communicatieve partner, mogelijk om de betekenis van een communicatieve actie te achterhalen. In hoofdstuk 4.2 heb ik gebruik gemaakt van een ongelukkig experiment van moeder natuur om te testen of een lesie in de ventromediale prefrontal cortex (vmPFC) van invloed is op het vermogen om een communicatieve actie aan te passen aan de veronderstelde leeftijd, en dus het cognitief niveau, van de communicatieve partner. Specificiteit van de effecten van hersenschade werd gewaarborgd door ’lesion-symptom mapping’, en door vergelijking van de communicatieve handelingen van vmPFC patiënten met die van lesie en gezonde controle proefpersonen. Ventromediale prefrontale lesie patiënten bleken in staat net zo effectief te communiceren als de controle proefpersonen, maar slaagden er niet in rekening te houden met de prestaties en cognitieve vermogens van hun communicatieve partners. In tegenstelling tot de controle proefpersonen legden zij niet meer nadruk tijdens het uitvoeren van hun communicatieve handelingen wanneer ze met een kind dachten te spelen dan wanneer met een volwassen persoon. Deze bevindingen wijzen erop dat na een lesie in de vmPFC, mensen nog steeds gemotiveerd en in staat zijn om effectieve communicatie acties te produceren maar dat deze acties niet worden begeleid door een ‘mentaal model’ van hun communicatieve partner. Deze observatie bevestigt de stelling uit de literatuur dat de vmPFC betrokken is bij de selectie van gedrag aan de hand van een mentaal model van de sociale omgeving. En het suggereert dat er een cerebrale dissociatie is tussen het selecteren van een effectieve communicatieve actie en het aanpassen van die actie aan de veronderstelde eigenschappen van de communicatieve partner.

In hoofdstuk 5 heb ik een ander element van de causale mechanismen die onze communicatieve vaardigheden ondersteunen in acht genomen. Ik heb hierbij een ontwikkelingsperspectief aangenomen om te begrijpen hoe de neurale mechanismen geïdentificeerd in hoofdstukken 3 en 4, worden verworven en gevormd. Bouwende op de suggestie in de literatuur dat collaboratieve ervaringen vroeg in het leven cruciaal zouden kunnen zijn voor de ontwikkeling van communicatieve vaardigheden, heb ik in hoofdstuk 5.1 de relatieve bijdrage van sociale blootstelling aan familiale als aan niet-familiaire anderen aan de communicatieve aanpassingen van 5 jaar oude kinderen bepaald. In tegenstelling tot verbale communicatie kunnen de communicatieve acties van de kinderen in de communicatie taak niet direct gebaseerd worden op eerdere concrete ervaringen. Dankzij de nieuwe situatie die de kinderen ervoeren, kon ik dus direct hun vermogen om de mentale toestand van een ander te beïnvloeden, afstappen. Hierbij vond ik dat 5-jarigen spontaan hun non-verbale communicatieve acties aanpassen aan veronderstelde cognitieve eigenschappen van hun communicatieve partner. Ze legden een relatief groot deel van de communicatieve handelingen wanneer ze met een fictieve twee-jarige peer dachten te spelen dan wanneer met een leeftijdsgenootje. De hoofdbevinding van deze studie was dat de grootte van deze communicatieve aanpassingen voorspeld werd door de tijd die de kinderen hadden doorgebracht.
op het kinderdagverblijf, vanaf geboorte totdat ze naar school gingen in hun vierde levensjaar. Hierbij vond ik geen effecten van de familiaire sociale omgeving, suggesterende dat vooral vroege niet-familiaire sociale interactie van invloed is op de mate waarin de veronderstellingen van kinderen worden meegenomen in hun communicatief gedrag.

**Conclusie**

Deze wetenschappelijke proeve bouwt voort op bestaande theorieën over menselijke communicatie en breidt deze uit naar het domein van context-afhankelijke sociale interactie, een belangrijk ingrediënt voor het ontstaan van nieuwe gedeelde betekenissen. Gegevens aan de hand van metingen van hersenactiviteit, gesteund door observaties van de consequenties van hersenschade en tijdelijke interferentie van hersenfunctie, hebben een belangrijke rol aan het licht gebracht voor de prefrontaal en rechter temporaalkwab in de ondersteuning van onze communicatieve vaardigheden. Ik heb uitgewijd over empirisch bewijs, verkregen in een interactieve communicatieve setting, dat laat zien dat zowel de productie als de comprehensie van nieuwe gedeelde betekenissen dezelfde neuronale mechanismen omhoog reguleert in die gebieden die nodig zijn voor de verwerking van conceptuele kennis. Deze neurale processen vonden tegelijk plaats in proefpersonen van hetzelfde paar, gedurende tijdsperioden die langer waren dan de vergankelijke gebeurtenissen tijdens een enkele communicatieve handeling, en werden gemoduleerd door het ontstaan van nieuwe kennis in een paar. Tijdens de comprehensie van communicatieve acties ondersteunt de rechter pSTS door kennis te leveren aan de hand van de recente communicatieve geschiedenis met een communicatieve partner, terwijl tijdens de productie van communicatieve acties, de vmPFC noodzakelijk is voor het maken van communicatieve aanpassingen naar de veronderstelde kennis en niveau van de communicatieve partner. Bij elkaar genomen, lijken de bevindingen in dit proefschrift erop te wijzen dat de betekenis van een communicatieve boodschap ontstaat aan de hand van conceptuele eigenschappen van die boodschap, dynamisch gedefinieerd tijdens voortdurende interactie met een communicatieve partner, dan door de boodschap zelf.
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