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We present an overview of the muon reconstruction and identification methods employed by the D0 collaboration to analyze the Run II (2001–2011) $p\bar{p}$ data of the Fermilab Tevatron collider at $\sqrt{s} = 1.96$ TeV. We discuss the performance of these methods, how it is measured using D0 data, and how it is properly modeled by the D0 simulation program. In its pseudorapidity acceptance, $|\eta| < 2$, the muon system identifies high-$p_T$ muons ($p_T \gtrsim 10$ GeV) with efficiencies ranging from 72% to 89%. Muons tracks are reconstructed in the D0 central tracking system with efficiencies ranging from 85% to 92% and with a typical relative momentum resolution of 10% for $p_T = 40$ GeV. Isolation criteria reject multijet background with efficiencies of 87% to 99%.

PACS numbers: 29.30.Aj 29.85.-c

I. INTRODUCTION

Muon reconstruction and identification are cornerstones of the D0 Run II physics program at the Fermilab Tevatron $p\bar{p}$ collider. Muons of high transverse momentum ($p_T \gtrsim 10$ GeV) with no extra calorimeter or tracking activity around them are a signature of electroweak boson decays ($W \rightarrow \mu \nu$, $Z/\gamma^{*} \rightarrow \mu\mu$), allowing the study of electroweak physics, top quark physics ($t \rightarrow Wb$), and Higgs boson physics ($WH, ZH$ production, $H \rightarrow WW$ decay). Lower-$p_T$ muons, resulting for example from the semi-leptonic decays of heavy flavor quarks or from $J/\psi \rightarrow \mu\mu$ decay, give access to a rich flavor physics program.

In this article, we present an overview of the muon reconstruction and identification methods employed by the D0 experiment to analyze the Run II (2001–2011) $p\bar{p}$ data of the Fermilab Tevatron collider at $\sqrt{s} = 1.96$ TeV between 2001 and 2011. We also present their performance in terms of efficiency, momentum resolution, and background rejection. The class of analyses dedicated to the heavy-flavor physics program are based on low-$p_T$ muons and do not require a determination of absolute muon identification efficiencies since they are generally normalized to a well-known semileptonic decay process. This article focuses therefore on muon reconstruction and identification performance for high-$p_T$ muons. As for D0, the physics programs of other hadron collider experiments rely on the capability to reconstruct and identify muons, as discussed for example in Refs. [1–4].

This article is structured as follows. After an overview of the D0 Run II detector and its muon system, we briefly describe the muon reconstruction algorithms and the muon identification criteria. We then discuss their performance and how we measure that performance with the D0 data. We also briefly discuss the background estimate for the muon identification and present the methods employed to correct the simulation for better agreement with the data.

II. OVERVIEW OF THE D0 DETECTOR AND ITS MUON SYSTEM

Figure 1 presents a cross sectional view of the Run II D0 detector $\mathcal{E}_1$ $\mathcal{E}_2$. The detectors surrounding the interaction region include a silicon microstrip detector (SMT) for precision tracking of charged particles and determination of the primary vertex and secondary decay vertices, a scintillating fiber tracker (CFT) for precise track reconstruction, a 2 T solenoidal magnet for momentum determination of charged particles, preshower detectors, and the liquid-argon uranium calorimeters with electromagnetic, fine, and coarse hadronic sections. The muon system, which is described in detail in Ref. $\mathcal{E}_6$, resides
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outside the calorimeter system and its main components are identified in Fig. 1. The identification of muons relies mainly on the muon system; however, other D0 components, namely the solenoid, CFT, SMT and calorimeter, are used to measure the muon momentum and estimate whether a muon is isolated, i.e., there is no extra calorimeter or tracking activity around the particle. The D0 coordinate system is right-handed, with the z-axis pointing in the direction of the Tevatron proton beam and the y-axis pointing upwards. The angles \( \phi \) and \( \theta \) are the azimuthal and polar angles relative to the x- and z-axes, respectively. We also use as an angular variable the pseudorapidity defined by \( \eta = \ln(\tan(\theta/2)) \).

The Run II muon system design is based on the extensive experience obtained with the Run I (1992–1996) muon spectrometer [10] consisting of two muon systems: the wide angle muon system and the small angle muon system. The wide angle system, covering the pseudorapidity region \( |\eta| \lesssim 2.0 \), consisted of proportional drift tubes (PDTs) and three large iron toroidal magnets: a central toroid (CF) and two end toroids (EFs). The small angle system, covering \( 2.0 \lesssim |\eta| \lesssim 3.0 \), consisted of a set of drift tube planes and two small iron toroids. For Run II, the small angle system was completely removed and the small angle magnets were replaced by new shielding assemblies. In the forward region (1.0 \( \lesssim |\eta| \lesssim 2.0 \)), the PDT chambers were replaced by a new tracking system. The three main toroids in the muon magnet system, the CF and the two EFs, were not changed, except that the current was reduced by 40% yielding substantial operating cost savings. As the operating point of Run I was close to the magnetic saturation in iron, the reduced current resulted in a 6% lower magnetic field of 1.8 T. This small change did not degrade the overall performance, since the addition of the solenoid for Run II provided precision measurements of charged particle momenta close to the interaction region.

The Run II muon system consists of one layer of muon detectors before the toroidal magnet and two similar layers of detectors after the magnet. This provides the ability to reconstruct and measure the muon track parameters, including the muon momentum. The three layers of the muon system are referred to as A, B, and C, as indicated in Fig. 1. For the purposes of triggering and muon track reconstruction, a system of fast scintillation counters with time resolution of \( \sigma(t) \approx 2 \) ns is used in Run II. In the central muon system (\( |\eta| \lesssim 1.0 \)) there are 630 scintillation counters in the A-layer (referred to as Aφ counters), with an angular segmentation of 79 mrad in \( \phi \), and 372 counters in the C-layer (referred to as outer counters). In the forward region, a total of 4214 scintillation counters (referred to as pixel counters) are used in the A, B, and C layers, providing three independent coordinate and time measurements along muon tracks. They have a segmentation of approximately 0.1 in \( \eta \) and approximately 79 mrad in \( \phi \).

The muon system tracking detectors consist of PDTs in the central rapidity region (\( |\eta| \lesssim 1.0 \)) and mini drift tubes (MDTs) in the forward region (1.0 \( \lesssim |\eta| \lesssim 2.0 \)). Both PDTs and MDTs are installed in the three layers, A, B, and C (see Fig. 1), which consist of 4, 3, and 3 detection planes, respectively (except the bottom A-layer PDTs which have three planes). The PDTs and MDTs provide high-accuracy coordinate measurements with a resolution of approximately 1 mm in the direction perpendicular to the sensitive wires which are arranged parallel to the toroidal field lines. The PDTs have also Vernier pads [11], but only those of layer A are read out to determine the position of the muon hits along the wires.

Because of energy loss in the calorimeter, a muon produced in the \( p\bar{p} \) interaction region must have a minimum energy of 2 to 2.5 GeV, depending on \( |\eta| \), to pass through the calorimeter and reach layer A of the muon system, as shown in Fig. 2. Similarly, the muon energy must be at least 3 to 5 GeV to pass through both the uranium calorimeter and the iron toroid to reach all instrumented layers of the muon system.

### III. MUON RECONSTRUCTION

To reconstruct muon trajectories, the same algorithm is used in the forward and central regions. A list of hits from the muon detector is first built. These hits are associated to form muon track segments, which are then used to form tracks in the muon system, called local tracks. The local tracks and the segments not used in the construction of local tracks are generically called local muons. In a last step the local muons are matched to tracks reconstructed in the central tracking system. The details of these different steps are discussed below.

#### A. Hit finding

For the forward system, the \( \phi \) coordinate is determined by the scintillation counters. As each counter covers 79 mrad, the \( \phi \) resolution in each layer is approximately 79/\( \sqrt{12} \approx 23 \) mrad.

For the central system, the \( \phi \) coordinate is determined by both the central counters and the PDTs. Similarly to the forward scintillation counters, the measurement of \( \phi \) in the central A-layer counters has a resolution of approximately 23 mrad. In each of the three layers, the wires of the PDTs are ganged together in pairs at one end of each chamber and read out by electronics located at the other end of the chamber. To obtain the \( \phi \) coordinate, the PDTs measure the hit position along the wire using the time difference of the signal arrival between each end of the pairs. After correcting for a non-linearity in the response for those hits with a time difference above 75% of the maximum value, position resolutions per wire of 15 cm are obtained. For the A-layer only, the Vernier pads are combined with the time division and scintillator position, which resolve the pad ambiguity and reduce the
FIG. 1: Cross sectional side view of the D0 detector at the beginning of Run II. The abbreviations CF, EF, MDT, and PDT stand for central toroid, end toroids, mini drift tubes, and proportional drift tubes, respectively.

position resolution to about 2 mm, which corresponds to about 7 mrad.

The time of passage of a particle in a layer of the muon system is given by the corresponding scintillator time. Each scintillator time is adjusted based on the path length from the D0 detector center to the scintillating element, so that a particle produced in a $p\bar{p}$ collision and traveling at the speed of light will have an expected time of zero. Given the size of the central counters, a correction is needed to account for the time it takes for the light produced in the scintillator to reach the phototube. It is found to be about 0.05 ns/cm$^{-1}$ for all counters, consistent with the speed of light in the scintillating material. Including the correction improves the time resolution from 2.1 ns to 2.0 ns for the A-layer counters, and from 4.5 ns to 3.8 ns for the large C-layer counters on the sides and top. The bottom B- and C-layer counter resolutions are improved from 3.7 ns and 3.5 ns to 3.1 ns and 2.5 ns, respectively.

For both the central and forward muon systems, the drift time of the wire chambers is used to measure the impact position of a muon perpendicular to the wire. The time-to-distance relation is not linear and depends on the muon incidence angle because of the geometry of the drift tubes. In the first iteration, the muon track is assumed to be orthogonal to the drift chambers, then the segment direction is used. Both the left and right ambiguity in the drift time are treated as individual hits. The position resolution of both the MDT and PDT systems is approximately 1 mm, primarily due to the position accuracy of the wire.
B. Segment reconstruction

In a first step, 2D segments in the deviation plane, i.e., the plane orthogonal to the toroidal magnetic field and the wires, are found in each of the A-, B-, and C-layers using the drift times from the MDT and PDT systems. In each layer, all possible pairs of wire hits form the first segments. They are then iteratively merged using a fit to a straight line. The $\chi^2$ of the fit procedure is used to measure the segment quality. Segments in the B- and C-layers are combined if they are consistent with being on a single straight line. In the following, we denote as a BC-segment either a single B- or C-segment, or the combination of a B- and a C-segment. The final 2D segments require at least two wire hits in different planes. If a pair of wire hits in different planes of a given layer is part of a segment composed of three or more planes, then only the segment with the highest hit multiplicity is retained.

After 2D segments are found, scintillator hits are associated with each segment if they agree with the $\eta$ position for the forward system and both the $\eta$ position and $\phi$ position for the central system. At $|\eta|$ near 1.0, a single particle can go through both the PDT and MDT systems and segments made from each system are combined if they are consistent with passing through a toroid. Non-paired A- and BC-segments are retained in the list of local muons because muons can still be identified if the segments are matched to central tracks using the algorithm described in the next section.

The typical segment position resolution perpendicular to the wires is 0.7 mm while the segment angular resolution is around 10 mrad for A-segments and 0.5 mrad for BC-segments. A single muon can produce multiple segments, for example, due to left-right ambiguities of the drift time. To reduce combinatorics, only the three highest-quality segments arising from a given cluster of hits are kept for the A-layer and only the two highest-quality segments for the BC-layer. The remaining ambiguities are resolved by the local track finding.

C. Local muon track finding

Segments in the A-layer before the toroid and BC-layer after the toroid are paired if they are consistent with the passage of a single particle through the toroid. Non-paired A- and BC-segments are retained in the list of local muons because muons can still be identified if the segments are matched to central tracks using the algorithm described in the next section.

For each compatible pair of segments, a muon track is reconstructed from a fit taking into account the magnetic field strength, energy loss, and multiple Coulomb scattering in the toroids. Figure 3 illustrates the method and shows the different parameters and terms involved in the fitting procedure. The covariance matrix for the random displacement in position and direction of a track due to multiple scattering in a continuous material can be accurately reproduced by just two independent random changes of direction, $\theta_{MS1}$ and $\theta_{MS2}$, if they occur at the location $t\left(\frac{1}{2} + \frac{1}{\sqrt{12}}\right)$ and $t\left(\frac{1}{2} - \frac{1}{\sqrt{12}}\right)$ along the track, where $t$ represents the thickness of the material traversed. Using this property, the five fitted parameters defined in the deviation plane are therefore the two scattering angles, $\theta_{MS1}$ and $\theta_{MS2}$; the track position coordinate at
layer A along the direction contained in the wire chamber plane and perpendicular to the wires, \( z_A \) in the example of Fig. 4, the track angle at layer A, \( \theta_A \); and the curvature \( q/p_{\text{dev}} \), where \( q \) is the muon charge and \( p_{\text{dev}} \) is the muon momentum at layer A projected to the deviation plane \( (p_{\text{dev}} = \sqrt{p_y^2 + p_z^2}) \) in the example of Fig. 4.

The fit parameters define the propagation of the muon track from the A-layer to the BC-layer by sequential small displacements, accounting for the deviation due to the magnetic field, energy loss, and the deviation induced by the multiple scattering if crossing one of the multiple scattering planes. The fit is performed by a least squares method, where the \( x^2 \) is constructed from four terms comparing the positions and angles of the track at the A- and BC-layers to the segments’ parameters, and two terms comparing the two scattering angles to their expected null value.

Once the fit has converged, the 3D track parameters are determined from the \( \phi \) coordinate of the segments. To obtain the momentum \( (p = |p|) \) at the \( pp \) hard scattering vertex, an estimate of the energy loss in the calorimeter, depending on the particle momentum and rapidity, is added to the value determined at the A-layer. The resolution of the momentum determined solely by the muon system depends on \( \eta \) and on whether the track has both B- and C-layer hits. This resolution can be measured by computing the difference between the local muon momentum and the matched central track momentum. The results found for different types of local tracks and regions are given in Table I. Primarily due to multiple scattering in the iron toroid, these resolutions are significantly worse than those obtained by the central tracking system, which is about \( \sigma_p/p = 0.021 \pm 0.0025 \cdot p_T/\text{GeV} \) at \( \eta = 0 \) (see Sec. V C).

For a high-\( p_T \) muon within the acceptance of the muon system, the efficiency of the local track reconstruction is around 85%, which includes the small fraction \( (< 5\%) \) of non-converged fits. As noted previously, several segments are kept for a given group of hits. The \( \chi^2 \) of the local track fit as well as the number of hits in the segments are used to choose which pair of segments is the best solution.

D. Matching with central tracking

To improve the resolution of the muon momentum, local tracks are matched to the precisely measured tracks of the central tracking system. The matching is performed by propagating the tracks through the calorimeter, taking into account the inhomogeneous magnetic field, energy loss, and multiple scattering. The alignment between the muon system and the central tracking system is better than approximately 0.5 mm. This is much smaller than the impact of multiple scattering (typically larger than 1 cm) and hence does not affect the matching.

We consider a relativistic particle of charge \( q \), mass \( m \) with initial position and momentum \((\vec{x}^\text{in}, \vec{p}^\text{in})\). After traveling an infinitesimal distance \( ds \) in a material, its position and momentum become \((\vec{x}^\text{out}, \vec{p}^\text{out})\), which can be written:

\[
\vec{x}^\text{out} = \vec{x}^\text{in} + \frac{\vec{p}^\text{in}}{|\vec{p}^\text{in}|} ds,
\]

\[
\vec{p}^\text{out} = \vec{p}^\text{in} \left( 1 - \frac{dE_{\text{loss}}}{|\vec{p}^\text{in}|} \right) + \vec{\Omega}^B \times \vec{p}^\text{in} + \delta\vec{\Omega}^{\text{MS}} \times \vec{p}^\text{in}.
\]

In these equations, \( dE_{\text{loss}} \) represents the random energy loss in the calorimeter. Once integrated over the calorimeter thickness, the mean value of energy loss is around 3 GeV and its RMS is about 0.4 GeV. The term:

\[
\vec{\Omega}^B = -0.3 \frac{q}{|\vec{p}^\text{in}|} \vec{B} \, ds,
\]

accounts for the curvature due to the magnetic field (where the unit for the coefficient 0.3 is \( \text{GeV} \cdot \text{T}^{-1} \cdot \text{m}^{-1} \)), and the term:

\[
\delta\vec{\Omega}^{\text{MS}} = \frac{\delta\beta}{|\vec{v}|} \left( \cos \alpha \, \vec{z} + \sin \alpha \, \vec{v} \right),
\]

represents the effects of the multiple scattering, where \( \delta\beta \) denotes the infinitesimal deviation from the momentum direction, \( \vec{z} \) is an arbitrary direction different from the momentum direction, \( \vec{v} \) is defined as \( \vec{v} = \vec{x} \times \vec{p}^\text{in} / |\vec{p}^\text{in}| \), and \( \alpha \) is a random angle defining the direction of the deviation. In a similar manner, it is possible to write the propagation of the track parameter error matrix [13].

This set of equations allows the propagation (with their respective error matrices) of either the local tracks inward...
to the center of the D0 detector or the central tracks outward to the muon system. For local tracks, the inward propagation has precedence over the outward propagation. For non-paired A-segments, non-paired BC-segments, and local tracks without a converged local fit, only the outward propagation is sensible since there is no accurate measurement of the local muon momentum. In all cases, the quality of the matching between a local muon of parameters $P_m$ and error matrix $V_m$ and a central track $P_c$ with error matrix $V_c$ is evaluated by a $\chi^2$-test:

$$\chi^2 = (P_m - P_c)^T \cdot (V_m + V_c)^{-1} \cdot (P_m - P_c).$$

The minimum $\chi^2$ is used to choose which central track is matched to each of the local muons.

### E. Momentum measurement

Since the local muon momentum resolution is inferior to the resolution from the central tracking system, the momentum of a muon matched to a central track is taken to be the momentum measured in the central tracker. Non-paired A- and BC-layer segments matched to central tracks also define muon objects, the momenta of which is taken from the matched tracks.

For muon candidates matched to central track without SMT hit, the additional constraint that the track arises from the beam axis located at $(x_b, y_b)$ is used. This constraint yields a correction for the track curvature $\kappa$, which is given to first order by

$$\kappa \rightarrow \kappa + (x_b \sin \phi_0 - y_b \cos \phi_0 - d_0) \frac{V_{ed}}{V_{dd}}$$

where $d_0$ is the distance of closest approach to the central axis $(x, y) = (0, 0)$, $\phi_0$ is the track azimuthal angle at the point of closest approach, and $V_{ed}$ and $V_{dd}$ are elements of the covariance matrix resulting from the central track reconstruction fit. $V_{ed}$ is the covariance between $\kappa$ and $d_0$, while $V_{dd}$ is the squared uncertainty on $d_0$. The correction is propagated to the track transverse momentum which is proportional to $\frac{1}{\kappa}$. Central tracks without hits in the SMT have a relative resolution on transverse momentum of typically 25% for $p_T = 45$ GeV. The correction improves the relative resolution to 15%–18%, compared to the typical resolution of 10% for tracks with SMT hits.

### IV. MUON IDENTIFICATION

A muon candidate is primarily defined by (i) the presence of a local muon in the muon system. Additionally, for most physics analyses, the local muon has to be (ii) matched to a track in the central tracker. For high-$p_T$ physics, (iii) the absence of significant activity around the muon trajectory, both in the calorimeter and in the central tracker may also be demanded. For each of these three criteria, different identification quality categories are defined, which are briefly presented in the following sections. The efficiencies for the different categories and the experimental techniques used to measure them in data and simulated events are summarized in Sec. V.

Despite the relatively high amount of energy lost by a muon in the calorimeter, the energy deposit of muons in an individual cell is close to the threshold level of the calorimeter noise-suppression algorithm [14], and is therefore not well measured. Thus, the calorimeter information is not exploited to identify high-$p_T$ muons but is used for muon identification in heavy flavor analyses.

### A. Identification criteria in the muon system

For the identification of local muons, three categories, loose, medium, and tight, are defined as follows.

- A local muon is loose if (a) it has at least one scintillator hit and at least two wire hits in the A layer of the muon system, or (b) at least one scintillator hit and at least two wire hits in the BC layers.

### TABLE I: Parametrization for the local muon track momentum resolution for different categories of muons.

<table>
<thead>
<tr>
<th>Region</th>
<th>Muon type</th>
<th>Parametrization for $\frac{\Delta p}{p}$ ($p$ and $p_T$ in GeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>\eta</td>
<td>&lt; 0.88$</td>
</tr>
<tr>
<td>$</td>
<td>\eta</td>
<td>&lt; 0.88$</td>
</tr>
<tr>
<td>$0.88 &lt;</td>
<td>\eta</td>
<td>&lt; 1.1$</td>
</tr>
<tr>
<td>$0.88 &lt;</td>
<td>\eta</td>
<td>&lt; 1.1$</td>
</tr>
<tr>
<td>$1.1 &lt;</td>
<td>\eta</td>
<td>&lt; 1.7$</td>
</tr>
<tr>
<td>$1.1 &lt;</td>
<td>\eta</td>
<td>&lt; 1.7$</td>
</tr>
<tr>
<td>$1.7 &lt;</td>
<td>\eta</td>
<td>&lt; 2.0$</td>
</tr>
</tbody>
</table>

---

a The transverse beam position is determined by averaging the primary vertex position over multiple beam crossings. The beam is up to two millimeters away from $(0, 0)$ in the detector coordinate system.
In the general case, a local muon is *medium* if it meets both conditions (a) and (b), except that for $|\eta| < 1.6$, the BC scintillator requirement is dropped. For the particular case of the bottom part of the detector where the support structure for the calorimeter is located ($\frac{2}{3} < \phi < \frac{4}{3}$ and $|\eta| < 1.6$), a local muon is *medium* if it fulfills either condition (a) or (b) above. In the particular case of a low-$p_T$ muon, a local muon is *medium* if it fulfills condition (a) above and, additionally, its probability to reach the BC-layers is less than 70% (due to energy loss in the toroid).

A local muon is *tight* if it belongs to the category of *medium* muons that meet both conditions (a) and (b), except that for $|\eta| < 1.6$, the BC scintillator requirement is dropped.

The number of categories is doubled depending on whether or not a veto against cosmic muons is required. The veto criterion demands that the scintillator hit times in each layer, if available, be consistent within 10 ns with those of a particle moving at the speed of light from the primary vertex. It has a typical efficiency of about 98.5% for high-$p_T$ muons.

### B. Identification criteria in the central tracker

For the identification of muon tracks in the central tracking system, four quality categories are defined: *loose*, *medium*, *mediumSMT*, and *tight*, as follows.

- A muon track containing SMT hits is defined as *loose* if $|\text{dca}| < 0.04$ cm, where dca is the track distance of closest approach to the beam axis. This requirement is changed to $|\text{dca}| < 0.2$ cm for tracks without SMT hits. The *loose* quality is a good choice for analyses that do not need the most accurate muon momentum measurement.

- A muon track is *tight* if it fulfills the *loose* requirements and if $\chi^2/N_{\text{DOF}} < 4$, where $\chi^2$ is the result of the fit used for reconstruction of the track in the central tracking system and $N_{\text{DOF}}$ is the number of degrees of freedom. This $\chi^2$ requirement introduces negligible efficiency losses because of wrongly assigned hits arising from tracks from other $p\bar{p}$ interactions in the same bunch crossing at luminosity\(^b\) higher than typically $150 \times 10^{30}$ cm\(^{-2}\)s\(^{-1}\). To overcome this issue, the *medium* quality has been defined using looser $\chi^2$ requirements.

- A muon track is defined as *medium* if it is of *loose* quality and if, in addition, $\chi^2/N_{\text{DOF}} < 9.5$. Furthermore, at least two hits in the CFT are required to further discriminate against accidental combinations of hits in the SMT at high instantaneous luminosity.

- A muon track is *mediumSMT* if it fulfills the *medium* requirements and, in addition, has hits in the SMT. This results in a lower rate from fake and misreconstructed tracks, and also better momentum resolution compared to the other categories (see Sec. [V.C].)

### C. Identification of isolated muons

We select isolated muons arising from the primary vertex by rejecting secondary muons from semi-leptonic decays of $b$ or $c$ quarks, which are surrounded by additional particles due to quark fragmentation and other heavy hadron decay products. Three basic discriminating variables are formed as follows.

- $\Delta R(\mu, \text{jet}) = \sqrt{\Delta\eta^2(\mu, \text{jet}) + \Delta\phi^2(\mu, \text{jet})}$, is the closest distance in $(\eta, \phi)$ space of the muon to any jet with $p_T > 15$ GeV, where the jets are reconstructed from energy deposits in the calorimeter using an iterative midpoint cone algorithm [15] with a cone radius $R = 0.5$.

- $T_{\text{trk}} = \sum_{|R| < 0.5} p_T^{\text{track}}$ is the scalar sum of transverse momenta of all tracks inside a $\Delta R(\mu, \text{track}) < 0.5$ cone around the muon track with the exception of the muon track itself. To reject the contributions of tracks arising from other $p\bar{p}$ interactions in the same bunch crossing, the requirement $\Delta z_0(\mu, \text{track}) < 2$ cm is demanded for each track in the sum, where $z_0$ is the coordinate of the track at the point of closest approach to the beam axis\(^c\).

- $T_{\text{cal}} = \sum_{|R| < 0.5} E_T^{\text{cluster}}$, is the scalar sum of transverse energies of all calorimeter clusters inside a hollow cone around the muon defined by $0.1 < \Delta R(\mu, \text{cluster}) < 0.4$. Only the energy deposits in the electromagnetic calorimeter and the first fine sampling layers of the hadron calorimeter are considered to reduce the impact of noise and other $p\bar{p}$ interactions in the same bunch crossing.

We also employ as isolation variable $T_{\text{trk}}/p_T^\mu$ and $T_{\text{cal}}/p_T^\mu$ which offer higher efficiencies for high-$p_T$ muons and more stringent rejection against secondary leptons.

\(^b\) Over the course of Run II, the distribution of luminosity ranges from 1 to $400 \times 10^{30}$ cm\(^{-2}\)s\(^{-1}\). Its average value is around $140 \times 10^{30}$ cm\(^{-2}\)s\(^{-1}\) with a RMS of $70 \times 10^{30}$ cm\(^{-2}\)s\(^{-1}\).

\(^c\) The beam interaction region is distributed along the z-axis following approximately a Gaussian function of width $\simeq 25-30$ cm.
from $b$- and $c$-quark decays at low $p_T$. Because of the $\Delta z_0(\mu, \text{track}) < 2$ cm requirement which rejects tracks from other $p\bar{p}$ interactions in the same bunch crossing efficiently, the quantities $T^{\text{trk}}$ and $T^{\text{trk}}/p_T^\mu$ are more robust at high instantaneous luminosity conditions, compared to $T^{\text{cal}}$ and $T^{\text{cal}}/p_T^\mu$. 

Based on these five variables, several isolation criteria are defined as shown in Table II.

<table>
<thead>
<tr>
<th>Operating point</th>
<th>$T^{\text{trk}}$</th>
<th>$T^{\text{cal}}$</th>
<th>$T^{\text{trk}}/p_T^\mu$</th>
<th>$T^{\text{cal}}/p_T^\mu$</th>
<th>$\Delta R(\mu, \text{jet})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>scaledLoose</td>
<td>$-$</td>
<td>$-$</td>
<td>$&lt;$0.20</td>
<td>$&lt;$0.20</td>
<td>$&gt;$0.5</td>
</tr>
<tr>
<td>scaledMedium</td>
<td>$-$</td>
<td>$-$</td>
<td>$&lt;$0.15</td>
<td>$&lt;$0.15</td>
<td>$&gt;$0.5</td>
</tr>
<tr>
<td>scaledTight</td>
<td>$-$</td>
<td>$-$</td>
<td>$&lt;$0.10</td>
<td>$&lt;$0.10</td>
<td>$&gt;$0.5</td>
</tr>
<tr>
<td>tight</td>
<td>$&lt;$2.5 GeV</td>
<td>$&lt;$2.5 GeV</td>
<td>$-$</td>
<td>$-$</td>
<td>$&gt;$0.5</td>
</tr>
<tr>
<td>trkTight</td>
<td>$&lt;$2.5 GeV</td>
<td>$&lt;$10.0 GeV</td>
<td>$-$</td>
<td>$-$</td>
<td>$&gt;$0.5</td>
</tr>
<tr>
<td>trkScaledLoose</td>
<td>$-$</td>
<td>$&lt;$0.25</td>
<td>$&lt;$0.40</td>
<td>$&gt;$0.5</td>
<td></td>
</tr>
<tr>
<td>trkScaledTight</td>
<td>$-$</td>
<td>$&lt;$0.12</td>
<td>$&lt;$0.40</td>
<td>$&gt;$0.5</td>
<td></td>
</tr>
<tr>
<td>jetIso</td>
<td>$-$</td>
<td>$-$</td>
<td>$-$</td>
<td>$&gt;$0.5</td>
<td></td>
</tr>
</tbody>
</table>

V. PERFORMANCE

The ability of the D0 detector to identify and reconstruct muons is illustrated in Fig. 5, where the dimuon invariant mass ($m_{\mu\mu}$) spectrum of events with two oppositely charged and isolated muon candidates is shown for a representative subset of data collected in Run II of the Tevatron. To obtain this spectrum, the selection requires two medium muons matched to tight tracks with $p_T > 3$ GeV. Both muons have to be isolated according to $T^{\text{trk}}$, $T^{\text{cal}} < 4$ GeV, and at least one of them also has to be tightly isolated according to $T^{\text{trk}}$, $T^{\text{cal}} < 2.5$ GeV. For this spectrum and in the following we impose data quality requirements. Due to the $p_T > 3$ GeV requirement, the lightest observed resonance is from the production of $J/\psi$ mesons. It is followed by resonances from the $\psi'$ and $\Upsilon$ mesons, as well as the $Z$ boson.

The performance of the muon reconstruction can be quantitatively assessed in terms of identification efficiency, fake rate, and momentum resolution. The methods to measure these performances for high-$p_T$ muons and the results are discussed below. More details can also be found in Refs. [16, 17].

A. Tag-and-probe method

To measure the identification and reconstruction efficiency for high-$p_T$ muons in data, we apply the “tag-and-probe” technique based on a $Z/\gamma^* \rightarrow \mu^+\mu^-$ sample. The efficiency is factorized into three independently measured components: the muon efficiency, the track efficiency, and the isolation efficiency.

In this method, one muon candidate with tight selection requirements serves as a tag, whereas the other candidate serves as a probe and is used for the efficiency measurement. Additional requirements for consistency with the decay of a $Z$ boson are imposed on both muon candidates, e.g., a requirement on the invariant mass of the dimuon system. To remove any residual bias due to trigger requirements, only specific triggers are used to select $Z/\gamma^* \rightarrow \mu^+\mu^-$ candidate events. Each of the muon candidates in a given event can serve as a tag and as a probe.

The efficiency to identify and reconstruct a high-$p_T$ muon exhibits a dependence on instantaneous luminosity. Trigger conditions prescaled at high luminosity modify the luminosity spectrum and bias the efficiency measured as an average over the actual running conditions. We therefore perform a reweighting of the $Z/\gamma^* \rightarrow \mu^+\mu^-$ sample to bring its luminosity spectrum into agreement
with that found in a subset of events selected with the requirement of having at least one muon candidate. This subset is typically used in physics analyses in final states with one or more muons.

### B. Efficiency of muon system reconstruction

The tag-and-probe selection for the measurement of the efficiency of the D0 muon system to identify and reconstruct muons is summarized as follows. The tag object is required to be a local medium muon matched to a central track of tight quality with $p_T > 20$ GeV and isolated with $I^{\text{trk}} < 3.5$ GeV and $I^{\text{cal}} < 2.5$ GeV. It must have fired a single muon trigger and the absolute value of the $\phi$ system. Note that because of the spread in the muon trajectory traverses the A-layer of the muon detector) of the position where the efficiency of the D0 muon system to identify and reconstruct muons is summarized as follows. The tag-and-probe selection for the measurement of the efficiency of the D0 muon system to identify and reconstruct muons is summarized as follows. The tag object is required to be a local loose muon matched to a central track of tight quality with $p_T > 30$ GeV and isolated with $I^{\text{trk}} < 3.5$ GeV and $I^{\text{cal}} < 2.5$ GeV. The probe must fulfill $\Delta R > 2$, and their respective scintillator hit times at either the A- or B-layer have to match within a 6 ns window. For these events, the trigger requirement consists of a dimuon trigger with no explicit central track condition.

The measured efficiencies for loose, medium, and tight muons are shown in Fig. 6 as functions of $\eta_{\text{detector}}$ and $\phi$, where $\eta_{\text{detector}}$ is the angular coordinate (with respect to the center of the D0 detector) of the position where the muon trajectory traverses the A-layer of the muon system. Note that because of the spread in $z$ of the primary vertex distribution, $\eta_{\text{detector}}$ can be different from the actual pseudorapidity of the muon. In the figure, the bin-to-bin rapid variations of the measured efficiencies are due to the small non-instrumented part of the detector between the wire chambers, and, to a lesser extent, between the scintillators. Because of the support structure of the calorimeter, the bottom part of the muon system is less instrumented which is reflected in lower efficiency for $\eta_{\text{detector}} < 1.6$. The average reconstruction efficiencies are 88.9%, 80.8%, and 72.0% for the loose, medium, and tight operating points, respectively. If the cosmic veto is not required, these efficiencies increase to 90.9%, 82.5%, and 73.1%, respectively. The statistical uncertainty on these efficiencies is of the order of 0.1% and thus negligible. We consider various sources of systematic uncertainty that may bias our efficiency measurement are considered: modeling of the primary vertex position along the beamline (0.7%–0.8%), possible background contamination (0.5%), the tag-and-probe technique (0.3%), and the jet multiplicity in the final state (0.1%–1.4%). The relative statistical uncertainty is of the order of 0.1% and thus negligible with respect to the total systematic uncertainty. The relative uncertainties amount in total to 1.1%–1.6%.

There were changes, some of them substantial, in the reconstruction efficiency of muon tracks in the central tracker over the course of Run II. The most significant changes, resulting in an increase of the track reconstruction efficiency of the order of 1% despite detector aging effects, occurred in 2006 after 1 fb$^{-1}$ of data had been collected, when an additional Layer 0 was installed in the SMT. A similar increase occurred in 2009 after 6 fb$^{-1}$ of data had been collected, when a large fraction of the non-responsive modules of the SMT were recovered. The pronounced dependence of the track reconstruction efficiency on instantaneous luminosity resulted in an increasingly adverse effect in the second half of Run II. As the detector aged, the reconstruction efficiency decreased in the central region of the CFT and, to a smaller degree, in the inner layers of the SMT towards the end of Run II. The former effect is attributed to reduced scintillation light yield resulting from radiation damage, which has the largest impact on reconstruction efficiency at central pseudorapidity due to the smaller effective path length of the muons through individual fibers at those pseudorapidities. The reduction in reconstruction efficiency in the inner layers of the SMT is attributed to radiation damage.
D. Efficiency of isolation requirements

The tag-and-probe selection for the measurement of the isolation efficiency is summarized as follows. Both the tag and probe objects are required to be local muons of loose quality, with $p_T > 8$ GeV, matched to central tracks of loose quality, with $p_T > 15$ GeV and $|dca| < 0.4$ (2) mm if matched (not matched) to hits in the SMT. In addition, the tag muon has to be isolated according to $I_{trk} < 2.5$ GeV and $I_{cal} < 10$ GeV, and a dimuon trigger with no explicit isolation requirement has to have fired. The tag and the probe tracks have to be of opposite charge and must fulfill $|\Delta z_0| < 2$ cm, $\Delta R > 2$, $\pi - |\phi_{tag} - \phi_{probe}| + |\pi - \theta_{tag} - \theta_{probe}| > 0.05$, and $70 \text{ GeV} < m_{\mu\mu} < 120 \text{ GeV}$.

A sample of measured efficiencies for the operating points defined in Table [III] is shown in Fig. 8 as functions of $\eta_{CFT}$, $p_T$, and luminosity. All these efficiencies are measured with respect to the jetIso criterion ($\Delta R(\mu, \text{jet}) < 0.5$) to factorize out the dependence on event topology. The jetIso criterion has an efficiency of 95.8% for the particular topology of inclusive $Z/\gamma^* \rightarrow \mu^+\mu^-$ selection.

The average efficiencies relative to the jetIso criterion are reported in Table [III]. They are in the range 87.3% to 98.6%. For each criteria, the relative statistical uncertainty is of the order of 0.1% and thus negligible. We consider various sources of relative sys-
The isolation conditions based on the calorimeter isolation, for which it is not possible to control the effect of pile-up events, have variations in the isolation efficiency, which depends on instantaneous luminosity. This is one of the reasons why working points using mostly track isolation were defined. The tight working point shows the most pronounced dependence on instantaneous luminosity.

### E. Overall efficiency for high-$p_T$ muons

The overall high-$p_T$ muon reconstruction and identification efficiency is obtained by convoluting the efficiency maps of the local muon, tracking, and isolation criteria with the distribution in the parameter space of $(p_T, \eta, \phi, z_0, L)$. Once acceptance requirements have been defined, typically $p_T > 20$ GeV and $|\eta| < 2$, the correlation between the different efficiency maps are weak. An approximate of this convolution at the 10% level can therefore be obtained from the product of average efficiencies quoted in the previous sections. For example, for a $p\bar{p} \rightarrow W \rightarrow \mu\nu$ event, the efficiency for the acceptance cuts $p_T > 20$ GeV, $|\eta| < 2$, and $|z_0| < 40$ cm is $\sim 64\%$. Because of the background level, strict selection requirements are generally employed, such as medium local muon, mediumSMT track, and tight isolation criteria. Their overall efficiency is $\sim 80.8\% \times 84.6\% \times 87.3\% \times 95.8\% \sim 57\%$.

### F. Momentum resolution

The resolution of the muon momentum measured in the tracking system can be modeled by:

$$\sigma \left( \frac{1}{p_T} \right) = \frac{R_{\text{CFT}}^2}{L_{\text{arm}}^2} \left( A \pm B \sqrt{\cosh \eta} \right)$$

where $A$ is the resolution term related to the detector alignment and hit resolution, $B$ describes the effect of
multiple Coulomb scattering, \( R_{\text{CFT}} = 52 \text{ cm} \) is the outer radius of the CFT detector, and \( L_{\text{arm}} \) is the radius corresponding to the outermost CFT hit along the track. The term \( R_{\text{CFT}} / L_{\text{arm}} \) is a correction that accounts for the lever arm used to measure the track momentum; this ratio is usually unity for tracks within the full acceptance of the CFT (\( |\eta_{\text{CFT}}| < 1.6 \)).

The resolution parameters \( A \) and \( B \) can be measured by comparing samples of \( Z \to \mu^+ \mu^- \) and \( J/\psi \to \mu^+ \mu^- \) data to Monte Carlo (MC) events generated by the ALPGEN [18] and PYTHIA generators [19], respectively. We use these two resonances, which correspond to two different scales of momentum, to disentangle the roles of \( A \) and \( B \) in the resolution. For both data and MC, the selections of the samples demand two isolated, acollinear, oppositely charged muons, either with \( p_T > 3 \text{ GeV} \) to obtain the \( J/\psi \to \mu^+ \mu^- \) dominated sample, or with \( p_T > 20 \text{ GeV} \) to obtain the \( Z/\gamma^* \to \mu^+ \mu^- \) dominated sample. The opposite sign requirement of the data \( J/\psi \to \mu^+ \mu^- \) selection is reversed to obtain a same-sign \( \mu^+ \mu^- \) control sample that models the background under the \( J/\psi \to \mu^+ \mu^- \) invariant mass peak.

In the MC samples, we apply a random smearing of the generated true muon momentum inspired by the form of the resolution Eq. (7). The random smearing is applied according to:

\[
\frac{q}{p_T} \rightarrow (1 + S) \frac{q}{p_T} + G \frac{R_{\text{CFT}}^2}{L_{\text{arm}}} \left( A \oplus \frac{B \sqrt{\cosh \eta}}{p_T} \right),
\]

where \( q \) is the particle charge, the \( S \) parameter represents the potential difference in momentum scale between data and MC, and \( G \) is a random number following a Gaussian distribution of mean zero and width one. We compare the resulting smeared dimuon invariant mass spectra to their data counterparts and determine the \( A \) and \( B \) parameters by a \( \chi^2 \) minimization procedure. The scale parameter \( S \) is determined iteratively by shifting the distributions so that the positions of the invariant mass peaks of the MC and data distributions agree.

We determine the resolution parameters for three different types of muon tracks: (i) tracks with SMT hits and in the full CFT acceptance (\( |\eta_{\text{CFT}}| < 1.6 \)), (ii) tracks with SMT hits and located outside the full CFT acceptance (\( |\eta_{\text{CFT}}| > 1.6 \)), and (iii) tracks without SMT hits. The \( S \) parameter is typically around 0.5%. The typical resolution parameters are given in Table IV [10].

<table>
<thead>
<tr>
<th>Track type</th>
<th>( A \times 10^3 ) (GeV(^{-1}))</th>
<th>( B \times 10^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMT hits</td>
<td>2.3 \pm 0.2</td>
<td>2.5 \pm 0.3</td>
</tr>
<tr>
<td>SMT hits, (</td>
<td>\eta_{\text{CFT}}</td>
<td>&gt; 1.6 )</td>
</tr>
<tr>
<td>Without SMT hits</td>
<td>4.1 \pm 0.7</td>
<td>2.9 \pm 1.1</td>
</tr>
</tbody>
</table>

TABLE IV: Typical resolution parameters for the three types of track considered. See text for details.

In these figures, the uncertainties are assessed by increasing the muon \( p_T \) requirement in the \( Z \) or \( J/\psi \) selections, varying the muon and track qualities, and varying the mass range used to compute the \( \chi^2 \). The statistical uncertainties are obtained from pseudoeperiments in which the number of events in each bin of the invariant mass distributions is varied according to its expected statistical uncertainty. The relative momentum resolutions as a function of \( p_T \) for the different types of tracks are shown in Fig. 9. The typical resolution is 10%-16% for tracks of \( p_T = 40 \text{ GeV} \).

VI. MUON BACKGROUNDS

We identify three sources of background for physics with muons: (i) muons from cosmic rays, (ii) in-flight decays of pions or kaons into muons, and (iii) hadrons passing through the calorimeter (punch-through). For high-\( p_T \) physics, (iv) real muons from the semi-leptonic decays of heavy-flavor hadrons constitute an additional source of background. For high-\( p_T \) analyses, types (ii–iv) are merged under the generic name of multijet muon background, as they all occur in events where hadrons or jets yield a reconstructed muon. This multijet background is completely dominated by the heavy flavor component.

The contamination due to each source of background depends on the particular selected final state topology and on the identification criteria. The numbers and examples given below are therefore only indicative.

A. Cosmic rays

The muon identification criteria described in Secs. IV A and IV B are optimized to reject the background com-
posed of cosmic muons. In particular the timing veto and the cuts on dca result in a negligible contamination for most data analyses. An example of the determination of the cosmic-ray contamination is described in Ref. [13] where template histograms of the dca distributions are employed to fit to the data the contributions of cosmic rays and $p\bar{p} \rightarrow W \rightarrow \mu\nu$ events. In this analysis, the template histogram for the $W \rightarrow \mu\nu$ signal is obtained from a selection of $Z \rightarrow \mu\mu$ events, while the cosmic muon template is obtained from a sample with two back-to-back reconstructed muons. The contamination is estimated to be below the 0.1% level.

B. Multijet background

The multijet background is mainly reduced by the isolation criteria described in Sec. [IV.C] The multijet background can be assessed in two different ways. Either by determining (i) the rate at which a jet yields a reconstructed isolated muon, or (ii) the rate at which a multijet event with an identified muon yields an isolated muon. Once this rate is known, it can be applied in a multijet control sample to determine the contamination in the signal sample.

For case (i), the method consists of defining an unbiased background-enriched sample of multijet events and measuring the rate in that sample. This method is employed in Ref. [20] where it is found in dijet events that the probability for a jet of $p_T > 15$ GeV (100 GeV) to produce an isolated muon of $p_T > 15$ GeV is approximately $4 \times 10^{-4}$ ($2 \times 10^{-3}$).

For case (ii), the method defines four different disjoint samples of events as illustrated by Fig. 10

![FIG. 10: Illustration of the “matrix/ABCD” method, where the criterion X, for example a requirement of high $E_T$, and the muon isolation define four independent samples. See text for details](Diagram)

In the first step, one selection criterion $X$ of the signal sample is reversed to produce a multijet-enhanced sample (region $C + D$ in Fig. 10). As an example, $X$ can be a high missing transverse energy ($E_T$) requirement that selects $W \rightarrow \mu\nu$ decays, where the $E_T$ is obtained from the vector sum of the transverse components of the reconstructed muon momenta and energy deposits in the calorimeter, corrected for the differences in detector response of the reconstructed electrons and jets. The rate $f$ at which a muon is isolated in that sample is then measured, $f = C/(C + D)$. The rate $f/(1 - f)$ can then be applied to a multijet control sample similar to the signal sample but in which the isolation criterion is reversed (region $B$ in Fig. 10). Because there can be leakage of signal into the non-isolated sample, it may be necessary to solve a set of linear equations to determine the composition of the different samples, so that the method is sometimes referred to as the “matrix method.” Once $f$ is properly measured, the equations read:

$$A = S + EW + MJ$$

$$B = \frac{1 - \epsilon}{\epsilon} \times (S + EW) + \frac{1 - f}{f} \times MJ,$$

where $S$, $EW$, and $MJ$ are the signal, electroweak background, and multijet background components in sample $A$, respectively, and $\epsilon$ is the isolation efficiency for both the signal and the electroweak background. Because the method involves defining four independent samples of events according to $(X, \text{not } X) \times (\text{isolated, not isolated})$ it is also known under the name of “$ABCD$ method”.

This method is applied for example in Ref. [21], where the selection of the $t\bar{t} \rightarrow \mu\nu+jets$ signal events demands $E_T > 25$ GeV. The isolation rate for muons in multijet events is determined with the same selection but demanding small missing transverse energy, $E_T < 10$ GeV; it is found to be 17%–22%.

C. In-flight decays and punch-throughs

Analyses based on final states with muons from heavy flavor decays within jets may require an accurate estimate of the in-flight decay and calorimeter punch-through contamination. To measure the rate for kaons or pions to be reconstructed and identified as muons, a common method consists of identifying known resonances using the invariant mass of the decay products, and determining the rate at which one of the decay products is reconstructed as a muon. For example Ref. [22] uses the $D^0 \rightarrow K\pi$ resonance and determines the rate for the kaon to be reconstructed as a muon. For a track requirement of two SMT hits and two CFT hits, the fraction of tracks of $p_T > 5$ GeV originating from kaons that are reconstructed and identified as tight muons with a converged local fit in the muon system is found to be $(1.9 \pm 0.5) \times 10^{-3}$.

VII. CORRECTION TO FULL DETECTOR SIMULATION

Physics analyses at D0 widely employ the simulation of the full detector response for standard model and beyond the standard model processes. Most of these processes are simulated with the PYTHIA or ALPGEN generators, with PYTHIA providing showering and hadronization in
the latter case, followed by a detailed GEANT3-based \cite{22} simulation of the D0 detector. To model the effects of multiple $p\bar{p}$ interactions, the MC samples are overlaid with events from random $p\bar{p}$ collisions with the same luminosity distribution as data. These events are then reconstructed with the same software as used for the data.

Small differences are found between the data and the MC, both for the identification efficiency of muons and for their momentum resolution. Corrections to the full D0 simulation need to be applied to bring the simulation of the detector into better agreement with the data. These corrections are discussed below. More details can be found in Refs. \cite{16,17}.

A. Efficiency correction

The tag-and-probe method described in Sec. V can be used to measure muon-related efficiencies of the full detector simulation using a \textsc{pythia} $Z \to \mu^+\mu^-$ MC sample. The same selection criteria are demanded as for the $Z \to \mu^+\mu^-$ data sample, except the trigger requirement. The luminosity spectra of the MC samples are reweighted to the same spectrum as for the measurements of efficiencies in data.

Differences are found in the measured $Z \to \mu^+\mu^-$ MC efficiencies compared to the measured data efficiencies as can be seen in Fig. 11. The relative differences are smaller than 10%, and for most of the phase space they are below the 5% level. However, for an optimal agreement between data and simulated events the analysis chain used by most D0 physics analyses includes weight factors to correct for these differences. The weight factors are obtained as the ratio of efficiencies measured in data to those measured in MC.

For the muon identification, the corrections are computed for each of the six operating points defined in Sec. IV A. The corrections are parametrized in the $(\eta\text{detector}, \phi)$ plane to reflect the geometry of the detector. The dependence of the correction on luminosity is found to be negligible. On average the correction factors are 1.004, 0.988, and 0.970 for the loose, medium, and tight operating points, respectively. The relative systematic uncertainties on these numbers are the same as the relative uncertainties for the data efficiencies given in Sec. IV B. They amount to 0.9%–1.2%.

For each of the four track reconstruction categories defined in Sec. IV B two efficiency corrections are derived to bring MC into optimal agreement with data. The first correction accounts for the geometry of the tracking system and is parametrized as a function of $(\eta_{\text{CFT}}, z_0)$. The second correction accounts for the dependence of the track reconstruction efficiency on instantaneous luminosity ($L$) for different regions in $\eta_{\text{CFT}}$, and is parametrized in $(L, |\eta_{\text{CFT}}|)$. The average overall correction factors are 0.988, 1.020, 1.002, and 1.005 for the loose, medium, medium5MT, and tight operating points, respectively. The systematic uncertainties on these numbers are given by the uncertainties for the measurements reported in Sec. IV C. They amount to 1.1%–1.6%.

For each of the isolation operating points defined in Table III two efficiency corrections are applied. All operating points demand $\Delta R(\mu, \text{jet}) > 0.5$, and the first correction is computed as a function of $(L, |\eta_{\text{CFT}}|)$ for this requirement only. The second correction is computed relative to the $\Delta R(\mu, \text{jet}) > 0.5$ requirement, as a function of $(L, |\eta_{\text{CFT}}|, \Delta R(\mu, \text{jet}))$. This second correction is not applied for the $\text{jetIso}$ operating point, which is based solely on the $\Delta R(\mu, \text{jet}) > 0.5$ requirement. The average correction for the $\Delta R(\mu, \text{jet}) > 0.5$ is 1.011. The overall average correction factors are 1.000–1.021 for the other operating points relative to the $\Delta R(\mu, \text{jet}) > 0.5$ requirement, with a relative systematic uncertainty of 0.4%–0.8%, dominated by the systematic uncertainties of the measurements in data as discussed in Sec. IV D.

Once combined, the relative systematic uncertainty of both corrections is 0.8%–0.9%.

B. Momentum oversmearing

The momentum resolution in data is typically worse by about 30% compared to the simulation for a muon with a transverse momentum of 40 GeV. This discrepancy reveals some mismodeling arising from the simulation of hit efficiencies, the simulation of hit resolution, the magnetic field mapping, and the internal alignment of the central tracker.

Although the simulation was constantly improved during Run II, an ad-hoc smearing of the muon curvature, called oversmearing, was developed in order to make the resolution in MC match that in data.

The oversmeaing follows Eq. (8) in Sec. IV B but instead of being applied to the true generated momentum, it is applied on the reconstructed momentum, i.e., after the full detector simulation and reconstruction:

$$\frac{q}{p_T} \to (1 + S) \frac{q}{p_T} + G R_{\text{CFT}}^2 \frac{R_{\text{arm}}}{T} \left( A \oplus B \sqrt{\cos \eta} \right).$$

Here $A$, $B$, and $S$ are the oversmearing parameters to be determined, and $G$ is a random number that follows a Gaussian distribution of mean zero and width one. As in Eq. (7), $R_{\text{arm}}$ is the radius corresponding to the outermost CFT hit of the track and $R_{\text{CFT}}$ is the CFT radius. To determine $A$, $B$, and $S$, we use the same methods, the same samples of $J/\psi \to \mu^+\mu^-$ and $Z/\gamma^* \to \mu^+\mu^-$ events, and the same track types as in Sec. IV F. Typically, the $A$ parameter is determined to be around $1.7 \times 10^{-3}$ GeV$^{-1}$, the $B$ parameter around $1.4 \times 10^{-2}$, and the $S$ parameter around $0.3 \times 10^{-2}$. The total uncertainty on the oversmearing parameters range from 5% to 25% for $A$ and $B$, and 50% for $S$ for tracks of type (i) and (ii). Due to the limited statistics available to determine the parameters for type (iii), the uncertainty on the oversmearing reaches 100% for this category.
FIG. 11: [color online] Examples of efficiency correction factors as functions of pseudorapidity for the various (a) muon-identification, (b) tracking, and (c) isolation criteria defined in Sec. IV.

Analyses requiring a good modeling of the high-\(p_T\) muon momentum resolution tail use an alternate oversmearing method. It is similar to that described in Eq. (11), but we introduce a parameter \(A'\) representing a resolution term for the tail of the distribution and a parameter \(C\) representing the fraction of tracks belonging to that tail. For a fraction \(1 - C\) of randomly chosen tracks, we use the same smearing formula as in Eq. (11) while for the rest we use the same relation as (11) but we replace \(A\) by \(A'\). This method allows reproduction of a double Gaussian structure in the momentum resolution function. As for the single Gaussian case, the parameters are determined by a \(\chi^2\) minimization procedure. The parameters \(A\) and \(B\) are found to be quite similar to the single Gaussian case. The parameter \(C\) is determined to be around 3%–8% depending on the track type. The parameter \(A'\) is determined to be around 5–10 \(\times 10^{-3}\) GeV\(^{-1}\) for types (i) and (ii), and around 20–30 \(\times 10^{-3}\) GeV\(^{-1}\) for type (iii). The determination of the double Gaussian parameters suffers from higher systematic and statistical uncertainties than for the single Gaussian case. The uncertainties on \(C\) and \(A'\) are at the level of 30%–50% for type (i) while they are up to 200% for both types (ii) and (iii).

The necessity of the oversmearing and its effects are illustrated in Fig. 12 where the invariant mass spectrum of \(Z/\gamma^* \rightarrow \mu^+\mu^-\) dimuon events is compared to the MC before and after applying the oversmearing procedures.

VIII. CONCLUSION

We have described the techniques and algorithms employed by the D0 collaboration during Run II of the Fermilab Tevatron collider to reconstruct muons from the muon system hits, and to match these muon system objects to tracks from the D0 central tracker. We have presented the muon identification criteria employed at D0, the reconstruction and identification performances, and the experimental techniques used to measure these performances. In the angular region \(|\eta| < 2\), the muon system is able to identify high-\(p_T\) muons with efficiencies
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ranging from 72% to 90%, depending on the quality requirements. Central tracks matched to these muons are reconstructed with efficiencies ranging from 85% to 92%, depending on the quality requirements, and a relative momentum resolution of typically 10% for $p_T = 40$ GeV. Isolation criteria reject multijet background for high-$p_T$ physics with efficiencies of 87% to 99% depending on the criteria. Combined together these criteria have typical efficiencies of 50% to 80%.

The main backgrounds to the muon reconstruction have been briefly discussed. We find that the background from cosmic rays is negligible, while jets from multijet events yield reconstructed isolated muons with a typical probability of $4 \times 10^{-4}$.

We have presented the method employed to optimize agreement between simulated MC and data events. An oversmearing method corrects for the approximately 30% difference in momentum resolution observed between the data and the default simulation. Efficiency correction factors ranging from 0.93 to 1.02 are needed to properly simulate the efficiencies related to muon identification.

Thanks to the performance of the detector, the analysis chain, and the methods used to obtain a proper simulation of the muon reconstruction, the D0 experiment was able to fully exploit the Tevatron Run II data and obtain a large number of physics results relying on muon signatures.
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