PDF hosted at the Radboud Repository of the Radboud University Nijmegen

The following full text is a publisher's version.

For additional information about this publication click this link.
http://hdl.handle.net/2066/126095

Please be advised that this information was generated on 2017-11-18 and may be subject to change.
Exploiting causal functional relationships in Bayesian network modelling for personalised healthcare

Marina Velikova\textsuperscript{a,}* , Josien Terwisscha van Scheltinga\textsuperscript{b} , Peter J.F. Lucas\textsuperscript{a} , Marc Spaanderman\textsuperscript{c}

\textsuperscript{a} Institute for Computing and Information Sciences, Radboud University Nijmegen, The Netherlands
\textsuperscript{b} Department of Obstetrics and Gynaecology, Radboud University Nijmegen Medical Centre, The Netherlands
\textsuperscript{c} Department of Obstetrics and Gynaecology, Maastricht University Medical Center, The Netherlands

**ARTICLE INFO**

**ABSTRACT**

Bridging the gap between the theory of Bayesian networks and solving an actual problem is still a big challenge and this is in particular true for medical problems, where such a gap is clearly evident. We argue that Bayesian networks offer appropriate technology for the successful modelling of medical problems, including the personalisation of healthcare. Personalisation is an important aspect of remote disease management systems. It involves the forecasting of progression of a disease based on the interpretation of patient data by a disease model. A natural foundation for disease models is physiological knowledge, as such knowledge facilitates building clinically understandable models. This paper proposes ways to represent such knowledge as part of engineering principles employed in building clinically practical probabilistic models. The methodology has been used to construct a temporal Bayesian network model for preeclampsia – a pregnancy-related disorder. The model is the first of its kind and an integral part of a mobile home-monitoring system intended for use in daily pregnancy care. We conducted an evaluation study with actual patient data to obtain insight into the model’s performance and suitability. The results obtained are encouraging and show the potential of exploiting physiological knowledge for personalised decision-support systems.

© 2013 Elsevier Inc. All rights reserved.

1. Introduction

As making decisions in medicine is fraught with difficulty because of the significant uncertainties involved, researchers have tried to represent that uncertainty explicitly. In particular Bayesian networks appear to offer a natural and intuitive formal foundation for uncertainty models that are part of clinical decision-support systems [20]. However, despite the progress made in the research, there are still very few systems based on Bayesian networks that are actually used in daily clinical practice. A possible explanation for this is that medical doctors are reluctant to adopt new technology unless its advantages are crystal clear. One new area that meets such requirement is the personalisation of healthcare. Personalisation is understood as involving the forecasting of the progression of a disease based on the interpretation of patient data by a probabilistic model. Without intelligent systems that are able to fuse information coming from different sources, with much of this information being uncertain, personalisation will not be possible. Bayesian networks in particular appear to offer the right capabilities to represent and manipulate this uncertain knowledge for personalisation. The predictions obtained in this way inform the patient and doctor on whether or not the disease is under control. Forecasting concerns reasoning about the state of a system that evolves over time, and therefore temporal data and knowledge are of interest here.
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It is often the case with a severe disorder in medicine that the number of patients with this disorder is limited, whereas the whole group of patients under surveillance for the disorder is much larger. Under such conditions it is hard to develop a probabilistic model based on data alone. Exploiting biological knowledge about the way the relevant organ systems function, i.e. physiological knowledge, if available, may then guide the modelling process.

In contrast to earlier work exploiting such knowledge, in our research we are aiming at the development of a generic Bayesian network methodology for building probabilistic clinical models to predict disease progression. As the resulting models must be suitable for daily clinical use, employing sound engineering principles is of crucial importance. A novel contribution is that the introduced principles support finding the right balance between incorporating simple, easy-to-collect measurements and risk factors, on the one hand, and physiological knowledge to structure these measurements, on the other hand. The resulting models are also suitable for personalisation of disease management.

Thus, modelling organ functioning at a certain level of abstraction is taken as the principle that integrates the interactions between disease outcome, observables, such as signs, symptoms and lab tests, actions or treatments, and risk factors. This choice has been motivated by the way clinical knowledge is presented in medical textbooks and in clinical education. The method was used in developing a Bayesian network for predicting the development of a hypertension-related pregnancy syndrome, called preeclampsia, with personalisation of the associated treatment as a goal. The model built is the first of its kind and an integral part of a smart home-monitoring system for pregnancy care that provides decision support to the patient and the caregiver with the aim to offer timely management of the life-threatening complication of preeclampsia.

The paper is organised as follows. In Section 2 we review related research in the area of modelling within the medical domain with an emphasis on the development of patient-specific models. Basic Bayesian network theory and the proposed methodology for modelling disease progression – the main scientific contribution of this research – are described in Section 3. In the same section we also discuss issues concerning evaluation of the methodology and propose a number of criteria for that. The application of the methodology to the development of a mobile system for pregnancy care is described in Section 4. What we have achieved in this research is brought in perspective in Section 5.

2. Related work

Early work mostly focused on using Bayesian network as aids for the diagnosis of disease. Well-known examples include the MUNIN [2] and Pathfinder [12,11] models. Special diagnostic reasoning methods for test selection in medicine have also been developed [1,45]. Various approaches for simplifying the network structure and the specification of probability distributions when building diagnostic models are discussed in [25]. In [31] the authors propose techniques for automatic construction of dynamic influence diagrams from a set of causal rules in a knowledge base, with an application to diagnosis of acute abdominal pain.

Later more emphasis was placed on treatment selection and making a prognosis, e.g. [8,17–19]. Markov decision processes and dynamic influence diagrams are examples of temporal probabilistic models that have been used in [35] for selection of treatment strategies. In [36] a noisy-threshold model has been proposed including 11 attributes measured at admission and playing the role of causes for predicting carcinoid heart disease; the model has been learned and trained on a small dataset of 54 patients. The use of dynamic Bayesian networks as the basis for the construction of prognostic models has been explored in [34] with the particular application to prognosis of low-grade carcinoid tumours; evaluation results regarding three patients were also presented. Another Bayesian-network-based decision-support system, called TREAT, aiming at predicting bacteremia in patients is described in [28]. A randomised clinical trial showed improvement in the percentage of appropriate empirical antibiotic treatments when using the system [29]. A study that dealt with the problem of predicting the susceptibility to future antibiotic treatments using a Bayesian network is presented in [47], which also discusses the potential of including the method in a larger decision-support system. To facilitate explaining the optimal policies of decision-making problems solved by means of influence diagrams, a method based on parsimonious lists of alternative decisions is proposed in [5]; the practical usefulness of the method is investigated with respect to the treatment of non-Hodgkin lymphoma of the stomach. A construction method of a prognostic Bayesian network model using clinical data and supervised learning models, such as decision trees, is proposed in [42]. An application to the domain of cardiac surgery, where hospital mortality is used as outcome variable, illustrates the use of the methodology. Another recent paper that studied the use of probability theory in the context of rule-based computer-assisted diagnosis is presented [6].

There is some other, earlier, work on exploiting physiological knowledge in building Bayesian networks [26,4,32,16]. Other investigations have focused on the development of patient-specific models based not only on probabilistic graphical models [33], but also on causal hierarchical structures representing physiological knowledge [27], fuzzy cognitive maps for modelling cause-effect relationships in the medical domain [21] and probabilistic soft logic specifying medical domain knowledge [3].

Despite the large body of research, only a very small number of applications have successfully made the step towards clinical deployment. With the emerging trend towards provision of personalised healthcare, there is a clear need for the development of novel approaches to the construction of patient-specific models that can cope with the often limited availability of clinical data, capture physiological causal relationships in a systematic manner and allow easy deployment. The methodology presented next is a step in this direction.
3. Building Bayesian networks from medical principles

The human body consists of an interacting system of organs, each of them with a multitude of functions. An example is the circulatory system which includes the heart, blood vessels and blood as organs concerned with the transportation of nutrients, gases, blood cells and hormones through the body. Another example is the excretory system which is the removal of waste products from the blood. An understanding of organ functioning and malfunctioning, i.e. physiological knowledge, is used by clinicians for the diagnosis, prognosis and treatment of a disorder. Hence, in developing patient-specific models one also needs to explore the basic causal mechanisms and interactions known from physiology. This is the principle we adopted in the temporal Bayesian network methodology presented here for acquiring the structure and probabilistic parameters. However, we first review the basics of Bayesian networks underlying the proposed methodology.

3.1. Preliminaries

A Bayesian network is defined as a pair BN = (G, P), where G is an acyclic directed graph, ADG for short, G = (V, E), with nodes V and directed edges or arcs E ⊆ V × V, and P is a joint probability distribution of the random variables X. There exists a 1–1 correspondence between the nodes in V and the random variables in X; the directed edges E express (conditional) dependence and independence relationships between the variables. We say that G is an I-map of P if any independence represented in G, denoted by A ⊥⊥ B | C, is also satisfied by P, i.e.

\[ A \perp \! \! \! \perp B \mid C \implies X_A \perp \! \! \! \perp X_B \mid X_C, \]

where A, B and C are mutually disjoint sets of nodes of the ADG G and X_A, X_B and X_C are the corresponding sets of random variables, indexed by A, B and C. The graphical part of a Bayesian network is by definition an I-map of the associated joint probability distribution. A Bayesian network offers a compact representation of the joint probability distribution P in terms of local conditional probability distributions, CPDs for short, by taking into account the conditional independences represented by the ADG as follows:

\[ P(X_v) = \prod_{v \in V} P(X_v \mid X_{\text{par}(v)}), \]

where \( P(X_v \mid X_{\text{par}(v)}) \) is a family of CPDs, where each value of the set of variables \( X_{\text{par}(v)} \) corresponding to the parents of the node v, \( \text{par}(v) \), yields a CPD.

Determining the CPDs from expert knowledge or by learning from data is a cumbersome task when one has to deal with a large number of variables involved in complex relationships – often the case for real applications. From the Bayesian network definition it is clear that the size of a probability table, including all the CPDs of a node, is exponential in the number of parents. To provide an efficient way to specify interactions among variables in a compact fashion, one may resort to using logistic regression if data are available, or alternatively, if no or insufficient data are available one may use the notion of causal independence [10]. Causal independence arises when multiple causes (parent nodes) lead to a common effect (child node) through interaction of independent uncertain processes. This type of models allows decomposing a probability distribution in a systematic way in terms of Boolean interactions among local parameters. Such a decomposition makes it easier and tractable to deal with problems involving a large number of causes.

The definition of the notion of causal independence given here follows the one from [43]. The general structure of a causal-independence model is shown in Fig. 1. It expresses the idea that causes \( C_1, \ldots, C_n \) influence a given common effect \( E \) through intermediate variables \( I_1, \ldots, I_n \); the intermediate variable \( I_k \) is considered to be the contribution of the cause variable \( C_k \) to the common effect \( E \). The interaction function \( b \) represents in which way the intermediate effects \( I_k \), and indirectly also the causes \( C_k \), interact. This function \( b \) is defined in such way that when a relationship between the \( I_k \)'s and

![Fig. 1. Causal-independence model: C_i are cause variables, I_k are intermediate, hidden nodes, and E stands for the effect variable.](image-url)
$E = 1$ is satisfied, then it holds that $b(l_1, \ldots, l_n) = 1$ (true); otherwise, it holds that $b(l_1, \ldots, l_n) = 0$ (false). The graph structure expresses that the effect variable $E$ is conditionally independent of each cause $C_k$ given the associated variable $l_k$. It is assumed that absent causes do not contribute to the effect, i.e., $P(l_k = 1 \mid C_k = 0) = 0$. There is other recent research where causal independence models have been explored in designing medical Bayesian networks [37,41,38,43].

Bayesian networks also offer powerful methods to represent and reason about uncertain state changes over time. The best known representatives are dynamic Bayesian networks — temporal models where the same variables of interest, describing both the state of the system, observables, conditions and actions that may change the state at different points of time. A usual assumption underlying these models is that: (i) the future state is conditionally independent of the past state given the present state (first-order Markov property), and (ii) the probabilistic temporal relations between adjacent states do not change over time (time invariance or stationarity condition). This way, a dynamic Bayesian network becomes a compact process representation that can be employed for forecasting [46]. However, for some problems, the real system changes in functionality because of change in the parameters or structure, and then the assumption for time invariance is incorrect. A typical example from medicine is the patient’s physiology that may change due to a disease process. In the following, we present a temporal Bayesian network model where the probabilistic parameters of the Bayesian network are not assumed to be time invariant and this is a necessary assumption in that domain.

3.2. A causal functional model for syndrome progression

In medicine, a syndrome is defined as a fixed set of signs and symptoms. The common cause of these signs or symptoms may be unknown, but the underlying mechanisms giving rise to the signs and symptoms may be known. If there is also a known common cause of the signs and symptoms, one refers to the syndrome as a ‘disease’. Below, we will use the term ‘syndrome’ in a wide sense, encompassing that of ‘disease’. Symptoms are subjective evidence reported by the patient, e.g., coughing, fatigue, headache, whereas signs are objective evidence obtained via tests and measuring devices, e.g., increased body temperature as measured by a thermometer and high blood pressure via a sphygmomanometer. Such evidence may point to the dysfunctions of one or more body organs $X, Y, \ldots$ and are sometimes distinguished in major and minor in establishing the diagnosis of a syndrome, in an attempt to give them a different weight. All signs, symptoms and lab test results have associated uncertainty.

The relationship between a syndrome and the associated evidence is established via the functioning of organ-$X$. This can be modelled by the graph structure $\text{SYNDROME} \leftarrow \text{ORGAN-X-FUNCTION} \rightarrow \{\text{SIGNS, SYMPTOMS}\}$. Here, SYNDROME is the variable of interest, having two states: absent and present. The hidden, non-measurable variable ORGAN-X-FUNCTION has in the simplest case also two states: normal, i.e. normal physiology, and abnormal, i.e. pathophysiology. The observable variables SIGNS and SYMPTOMS, on the other hand, may be multi-valued or have a continuous range. The explicit modelling of organ function can be exploited in developing prognostic models. Such a model would allow detecting early warning signs of the syndrome through worsened organ function before the signs, symptoms and lab data for diagnosing the syndrome are actually observed.

While a disease and signs and symptoms may be correlated, they need not have a direct cause-effect relationship; it is possible that a separate underlying problem or risk factor explains the correlation. For example, the patient’s characteristics such as preexisting diseases, age, gender and genetics may affect the functioning of the organs related to the disease. Apart from the risk factors, treatment may also affect the functioning of an organ, for example by removing risk factors or by preventing complications. These cause-effect relationships can be modelled by the following graph structure: $\text{RISKFACTOR} \rightarrow \text{ORGAN-X-FUNCTION} \leftarrow \text{TREATMENT}$. The variables RISKFACTOR and TREATMENT are categorical and have two or more states. Their prior probability is often determined using population statistics, e.g. for the population of pregnant women the chance of having diabetes prior to pregnancy is known to be around 1.1%, and 90% of women do not get any treatment at pregnancy week 12.

It is often the case that the impact of individual risk factors is known from epidemiological research although their combined effect is not. This makes it difficult, if not impossible, to estimate the combined probabilistic effect of various factors together on organ dysfunction. This problem can be tackled by applying causal independence modelling as discussed in Section 3.1. More precisely, for each risk factor $A, B, \ldots, M$ we add the intermediate (hidden, non-observable) variables $I_k, k \in \{A, B, \ldots, M\},$ to model the interaction between the risk factors and the organ functioning. To explicitly model the risk of organ $X$’s dysfunction, another hidden variable is introduced: ORGAN-X-RISK. Since, in the medical domain the risk factors often interact by adding up to the risk, the logical OR seems the appropriate operator for representing this interaction with regard to ORGAN-X-RISK; this implies that if at least one of the risk factors is present then the risk of dysfunction of organ $X$ is true. In addition, the impact strength of each risk factor on ORGAN-X-RISK is reflected in the probability distribution $P(I_j \mid \text{RISKFACTOR}_j)$. Given the values of two risk factors $\text{RISKFACTOR}_j = a$ and $\text{RISKFACTOR}_k = b$ and the knowledge that the former has more likely impact on ORGAN-X-RISK than the latter, this is modelled by the following qualitative constraint:

$$P(I_j = 1 \mid \text{RISKFACTOR}_j = a) \geq P(I_k = 1 \mid \text{RISKFACTOR}_k = b).$$

The representation of these relationships is depicted in Fig. 2(a), where the arrows indicate the cause-effect direction. This representation corresponds to a static view of organ function, e.g. at the moment when measurements are made or
symptoms are detected. While such a “snapshot” of the body system can be useful for diagnostic purposes, it is definitely insufficient for prognostic tasks, which concern predicting the organ’s function over time.

Clinical monitoring of the patient’s health status usually consists of checkups done at different time points $t = 1, \ldots, T$. Taking into account the functioning of organ $X$ at previous checkups allows the medical doctor to conclude whether or not changes in function have occurred. Based on this information it is possible to establish a diagnosis at time $t$. Furthermore, with the history and current health status, one can also predict future organ functioning and progression of a syndrome – make a prognosis – and adjust the treatment. The number of time points to be considered in the model will depend on the clinical problem at hand and on the availability of observations. The chain of temporal dependencies of organ functioning between the subsequent checkups is depicted in Fig. 2(b).

3.3. Evaluation issues

As the proposed methodology explores available medical domain knowledge extensively, this is expected to yield at least some confidence in the correctness of the model. However, the model’s performance with respect to the clinical task, such as diagnosis and prognosis, for which it was built still needs to be determined. In some cases, patient data with the target outcome known are available for that purpose. However, in medicine very often the ground-truth is unknown and one is obliged to rely on expert judgements. We introduce evaluation methods that support accounting for the dynamics and uncertainty of the prediction of syndrome progression.

Accuracy is a typical performance measure of the diagnostic capabilities of a model, where the extent to which the model can correctly diagnose a syndrome is compared to the clinical or pathological ground-truth. Given the continuous-valued probability estimates of interest, the Receiver Operating Characteristic (ROC) curve and the Area Under the Curve (AUC) are commonly used to determine the balance between true positive (TP) and false positive (FP) rates. In an ROC curve the true positive rate is plotted as a function of the false positive rate for different cut-off points. In contrast to the standard evaluation procedure, where the positive and negative cases are defined without reference to time, in the current methodology time of diagnosis has to be considered. In other words, a patient case is considered positive only at the point of diagnosis and before that considered negative.

Although diagnosis is of crucial clinical importance, forecasting and prognosis are significant for prevention and treatment selection as they can predict the development of a syndrome before its manifestation. However, evaluating the prognostic
capabilities of a model is nontrivial as there is often no clear definition of the patient’s condition prior to the occurrence of a syndrome. In this study we consider a number of methods that can provide insight into this task:

**M\textsubscript{1}** Early detection of an increased risk of the development of a syndrome. For each positive patient one can check whether or not the model is capable of detecting an increased risk prior to the diagnosis and, if so, at which time point. To decide when the risk is considered “increased” a cut-off FP rate can be chosen.

**M\textsubscript{2}** Distinction between high- and low-risk patients. Given the temporal nature of the kind of problems we wish to tackle, one can compute the probability for developing a syndrome at time \( t', t' > t \), given the risk factors and the measurements made up to time point \( t \). The effect of treatment during the time period \([t + 1, t']\) can be eliminated by supplying no treatment as evidence in the model. The resulting probabilities \( P_t (\text{SYNDROME } = \text{yes}) \) are distinguished into categories, and these are used to construct histograms for both patients with and without the disease to check whether a clear distinction between high- and low-risk patients can be made. If so, appropriate monitoring and treatment programs can be applied.

Finally, the model’s data fitting capabilities can be tested by using the Bayesian information reward metric [14], which measures for the variables of interest how different the model’s posterior distribution is from the expected prior. It is especially suited for non-uniform priors, as it is often the case in medical applications, and it is defined by:

\[
\text{IR}_B = \frac{\sum_i I_i}{n},
\]

where \( n \) is the number of cases, \( I_i = I_i^+ \) for the true class and \( I_i = I_i^- \) otherwise, with:

\[
I_i^+ = \log \frac{p_i^+}{p_i} \quad \text{and} \quad I_i^- = \log \frac{1 - p_i^+}{1 - p_i},
\]

where \( p_i^+ \) and \( p_i \) are the posterior probability computed from the model and the prior probability for case \( i \), respectively. The range values of \( \text{IR}_B \) are finitely bounded in the positive direction as priors are never zero and \(-\infty\) when the probability for the true value is 0. Furthermore, \( \text{IR}_B = 0 \) indicates that \( p_i^+ = p_i \). A typical choice for \( p_i \) is the fraction of positive cases in the dataset. Intuitively, by taking prior probabilities into account \( \text{IR}_B \) rewards learners not only for making the right decisions, but also for getting the probability of an event correct. The learner shows the ability to account for evidence by updating its distribution; perfect calibration maximises the reward [14].

### 4. Application to pregnancy care

#### 4.1. Background

Approximately 15% of first-time pregnant women develop high blood pressure and approximately half of them develop associated problems, such as kidney damage and subsequent proteinuria (protein in the urine; normally urine contains almost no protein as it should not pass the glomerular membranes of the kidney’s nephrons), leading to the syndrome of preeclampsia. Preeclampsia is the most important cause of death among pregnant women in the Western world and it is also a leading cause of foetal complications, which include low birth weight and stillbirth. As a multisystem disorder, preeclampsia affects the placenta, and it can affect the mother’s kidney, liver, heart and brain. When preeclampsia causes epileptic seizures, the condition is known as eclampsia. As a pregnancy-related condition the only way to cure preeclampsia is to deliver the baby.

The diagnosis of preeclampsia is established when both gestational hypertension and proteinuria are present. However, the practice of establishing a diagnosis is not that simple, as hypertension and proteinuria are correlated, which is not reflected in the clinical definition, and the challenge is to predict whether the patient will develop preeclampsia rather than whether the patient already has it. Gestational hypertension is diagnosed when blood pressure exceeds 140 mmHg systolic or 90 mmHg diastolic on more than two readings six hours apart after 20 weeks pregnancy (gestation). Proteinuria can be diagnosed using the protein-to-creatinine ratio – the amount of protein in the urine sample compared with the amount of creatinine, a waste product of normal muscle breakdown. If the test exceeds 30 mg/mmol there is preeclampsia. Beginning stages of kidney damage, however, can be diagnosed at protein leakage level between 3.4 and 30 mg/mmol, which can help getting timely treatment and preventing development of complications. Early anti-hypertensive treatment in the subclinical, mostly moderately hypertensive phase, reduces the risk of preeclampsia. Furthermore, it is known that various maternal factors enhance the risk for developing preeclampsia, such as older age, a family or personal history of preeclampsia, chronic hypertension, kidney disease, diabetes and multiple pregnancy [22,9]. For women who have given birth (parous women) without a history of preeclampsia the risk of developing preeclampsia is lower than for women who have never given birth (nulliparous women).

As mentioned above, the timely diagnosis of preeclampsia is not an easy task. On the one hand the stage in pregnancy when high blood pressure appears is variable and associated problems can develop within a few days. Furthermore, since the
final diagnosis of gestational hypertension can only be made in retrospect, a clinician may be forced to treat some women with gestational hypertension as if they had preeclampsia. On the other hand, if a woman has underlying cardiovascular or renal disease, and thus preexisting chronic hypertension or proteinuria, the diagnosis of preeclampsia may not become clear until the disease becomes severe. This requires frequent outpatient checkups, where the health condition of a pregnant woman is monitored by diagnostic tests such as measuring maternal blood pressure, heart rate, haemoglobin, urine analysis and by observing the foetal condition. Careful checkups are carried out when the mother experience warning symptoms such as headaches or rapid weight increase, that are associated with hypertensive complications. These outpatient checkups require the patient to come to the hospital on a regular basis, thus leading to high pressure on the patient and the caregivers.

4.2. eMomCare: a personalised home-monitoring system for pregnancy care

Current technological developments allow large amounts of patient data to be collected at home and automatically sent to the health-care team. This offers a number of advantages: (i) it yields test results that are closer to the real physiological values, as the effect of the medical doctor on the blood pressure, the so-called white-coat effect, is eliminated; (ii) there will be no need for the patient to frequently visit the hospital and she can be actively involved in her own medical care; (iii) the work pressure on obstetric care and healthcare costs can be possibly reduced.

This form of home monitoring requires an intelligent system, because it is desirable that both doctor and patient get insight into the patients health status and need for care without additional efforts, such as frequent telephone contacts. Of course, appropriate security must also be ensured. We took a step in this direction by developing a personalised smart care-assistant for the pregnant woman based on state-of-the-art smartphone technology, so that part of the clinical decision-making process can be moved to anywhere where the patient resides. The architecture of the smart care-assistant includes a number of components that carry out the following functions, as shown in Fig. 3:

- Collection of patient and sensor data. This is done by means of questionnaires, automatic reading of measurement equipment such as electronic blood pressure meter via Bluetooth and automatic analysis of urine strips using the phone's camera and image processing techniques.
- Automatic interpretation of both patient and sensor data within the smartphone itself by a specially-designed preeclampsia model. The strong cause-effect relationships in describing physiology and the inherent uncertainty in the medical domain justify our choice of Bayesian networks as a modelling technique. The model can provide feedback, explain the results obtained and recommend actions to the patient and the care team regarding the progression, or lack thereof, of the syndrome.
- Communication of the results, both textually and visually, to the care team and the patient. The data should be stored in a hospital database for further inspection by the caregivers.
The actual development of the Bayesian network model was the central achievement in the eMomCare system development, because such a model does not exist yet. Previous studies for predicting the development of preeclampsia are mostly based on pregnancy-specific markers using logistic regression whose parameter estimation is highly dependent on the sample data used [30, 13, 15, 23]. The static nature of these models can be used for predicting preeclampsia onset given a set of observations at a certain moment of time but they cannot model the temporal trends of the syndrome, thus failing to account for the previous and future patient status. Furthermore, most of the measurements used in the models require collection in a hospital setting, or they are expensive. To alleviate these burdens, we propose a temporal Bayesian network to account for the previous and future patient status. Furthermore, most of the measurements used in the models require treatment at the time of checkup was also incorporated as a causal factor in the renal and vascular function.

To capture the temporal evolution of both renal and vascular function, following the representation in Fig. 2, we created a temporal model by adding links between the respective functional status of successive 10 checkups at 12, 16, 20, 24,
Fig. 4. Expected prior distributions for SBP (a) and the probability of PE (b) over the whole pregnancy in the model (square points) and by domain knowledge (the continuous line).

28, 32, 36, 38, 40 and 42 weeks of pregnancy. These are currently the most common and relevant checkup points during pregnancy. As a result, the combined status of the renal and vascular function describe the development of the syndrome of preeclampsia at each medical checkup captured by the causal v-structure.

Network parameters. We next proceeded with determining the prior and conditional probabilities of the variables in the Bayesian network. With respect to the risk factors this task was easy due to the availability of expert knowledge and reported incidence rates concerning the population of pregnant women (see Section 4.1). To define the CPT of VascRisk for all possible combinations of risk factor values would require a table with 165888 entries, which is practically impossible. Therefore to represent in a compact fashion this probability distribution, we used the causal independence models with the logical OR as an interaction function, as described in Section 3.2. Note that the variables related to the three disorders – chronic hypertension, diabetes and renal disease – influence the vascular risk through a combined effect, represented by one hidden variable for each of them. This causal independence representation of the CPT of VascRisk required the estimation of only 39 independent parameters.

Most lab tests in medicine yield results on a continuous scale; we discretised them into a number of ranges using the expert knowledge of the gynaecologists involved in this research; see the last column in Table 1. Except for PACR, whose expected distribution is fairly constant in the first and second trimester and increases in the third one [44], for the remaining measurements clinical studies indicate that they show a slight decrease in the second trimester and then again increase in the third one [24]. This is reflected in the prior probabilities for tests in the model; see for example the prior distribution of SBP as defined in the model and by domain knowledge, shown in Fig. 4(a). Similarly, we defined the probability distribution \( P(PE|VascFunc, RenalFunc) \) based on domain knowledge provided by the gynaecologists stating that the probability for developing preeclampsia increases exponentially towards the end pregnancy, which is due to the increased burden for the woman as the pregnancy progresses (see Fig. 4(b) for the prior probability distribution of PE). Note that at 12 and 16 week PE is officially not diagnosed so the prior probabilities are nearly zero. However, by explicitly modelling these temporal states we facilitate early detection of a decline in the patient’s health.

The final model structure consists of 115 nodes and 206 edges. Fig. 5 depicts part of the model, including a subset of the variables, their dependencies and prior probabilities for the first two time points (12 and 16 week of pregnancy). For notational convenience in the remainder of the paper we refer to the final model as the ‘PEModel’.

4.4. Evaluation

The evaluation of the proposed model was done using patient data, as described in the next section; the procedure outlined in Section 3.3 was used to account for the dynamics and the uncertainty in the progression of preeclampsia.

Data. The dataset concerned pregnancy data collected and pre-processed as part of earlier clinical studies from the period of 2008–2011 at Radboud University Nijmegen Medical Centre, the Netherlands. It includes data spanning the entire pregnancy period of 205 high-risk patients of whom 15 (~7.3%) were diagnosed with preeclampsia (PE). Both the diagnosis of PE and delivery of the child occurred at different stages in pregnancy for preeclamptic and non-preeclamptic patients. We assigned the diagnosis and delivery time to the closest of the 10 checkup points in the model, resulting in the following outcome distribution:
<table>
<thead>
<tr>
<th>Pregnancy week</th>
<th>28</th>
<th>32</th>
<th>36</th>
<th>38</th>
<th>40</th>
<th>42</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of diagnosed PE patients</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>15</td>
</tr>
<tr>
<td>Number of non-PE patients who delivered</td>
<td>3</td>
<td>7</td>
<td>6</td>
<td>75</td>
<td>77</td>
<td>22</td>
<td>190</td>
</tr>
<tr>
<td>Total number of cases</td>
<td>205</td>
<td>199</td>
<td>190</td>
<td>180</td>
<td>104</td>
<td>23</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 5. Part of the temporal Bayesian network model for preeclampsia with prior probabilities. The double dashed arcs represent temporal dependencies between the organ functioning at subsequent time points.
Note that the patient who was diagnosed with PE at week 42 of pregnancy has delivered at term; if the delivery had occurred earlier the patient would have been classified as non-preeclamptic. The gynaecologists suggested that it is important to be able to predict the development of early onset PE in patients. For this dataset only a small set of risk factors was fully recorded, corresponding to the following variables in the PEModel: CHT, TREATMENT−CHT, PARITYHistPE, OBESITY, AGE and SMOKING. In addition, there were not much data on lab tests. In present pregnancy care in the Netherlands, only blood pressure is measured on regular basis and only when this is high, additional tests such as for PACR, creatinine and haemoglobin are done. The resulting missing values did affect the model’s performance (see below for results). Furthermore, the collected laboratory data were previously aggregated by averaging over a number of repeated measurements within a short period of time around the main checkup week. This resulted sometimes in lower measurement results, preventing detection of abnormality, thus affecting again the evaluation results obtained from the model.

**Results**. In Table 2 we report the AUCs obtained for the weeks at which PE was diagnosed in at least one pregnant woman. The results show that the PEModel is able to make a clear distinction between preeclamptic and non-preeclamptic patients. Although for the preeclamptic patients the model gives a high probability of PE, for some of the non-preeclamptic patients this was also the case, which might be explained by the fact that the dataset includes only high-risk patients for whom pregnancy complications are likely. Note that no AUCs have been reported for the pregnancy period before week 28 as then patients are non-preeclamptic by definition.

To prevent occurrence of preeclampsia, signs of its development have to be detected as early as possible. Using criterion $M_1$ from Section 3.3, Table 3 reveals the week at which the PEModel detects an increased risk of preeclampsia for each preeclamptic patient at 10% false positive rate. For patient 3 only blood pressure measurements were recorded for the weeks 12–24 and they were low, which prevented detecting potential problems. Similarly, for patient 14 only blood pressure measurements were taken and up to week 36 they were lower than 133/82 mmHg – less than the hypertension diagnostic value of 140/90. For patient 5, the measured PACR was 0 up to the week of diagnosis and blood pressure was lower than 132/82. Patient 8, who had a history of preeclampsia, was obese, in the age range of 36–40 years and she began her pregnancy with a very high blood pressure of 176/96, PACR of 0.15; up to the time of diagnosis these test results remained the same or slightly lower due to the effect of treatment. Thus, the patient remained high-risk up to the time of diagnosis. For patient 9 the blood pressure was also observed at constant level of 132/85 or even lower in the second trimester and PACR was 0 or not measured at some of the checkups, implying that proteinuria was not detected.

Another clinical problem closely related to the early detection of preeclampsia is the distinction between high- and low-risk patients in the initial stage of pregnancy following the procedure described by criterion $M_2$ in Section 3.3. We computed the probabilities at week 42 (end of pregnancy) $P_{42 wk}(PE = yes)$ given the patient’s risk factors, the tests done at 12, 16 and 20 weeks, under the assumption that no treatment was given from week 24 until the end of pregnancy. The resulting probabilities were further distinguished into categories; see Table 4. In Fig. 6 we present for both patient groups (PE and noPE) the histograms of probability intervals. Using the cut-off point of 7.3%, which is the expected percentage of PE patients in this sample of patients, the model is able to correctly identify 93% (14 out 15) of PE patients as being high-risk patients and thus requiring intensive monitoring, vs. a 33% correct classification of non-PE as low-risk. The lower percentage for the non-PE patients may be explained again by the high-risk profile of the patients in the dataset. The only PE patient with low predicted probability at week 42 – category 4 – is patient 3 from Table 3 who only had (low) blood pressure values, not sufficient to detect the development of PE.

Insight into the prognostic capabilities of the PEModel can also be obtained by a comparison of the absolute mean probability $P(PE = yes)$ between both PE and non-PE patient groups and two subgroups – with and without measured PACR (withPACR and withoutPACR) up to the week when preeclampsia is first diagnosed; see Table 5. The results show that on
Table 4
Splitting up the probability of preeclampsia into categories.

<table>
<thead>
<tr>
<th>Category</th>
<th>Range for ( P(\text{PE} = \text{yes}) ) (in %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>&lt; 5.0</td>
</tr>
<tr>
<td>2</td>
<td>5.0–5.5</td>
</tr>
<tr>
<td>3</td>
<td>5.5–6.0</td>
</tr>
<tr>
<td>4</td>
<td>6.0–6.5</td>
</tr>
<tr>
<td>5</td>
<td>6.5–7.0</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

Table 5
Mean and standard deviation (STD. DEV.) of absolute \( P(\text{PE} = \text{yes}) \) obtained from PEModel per patient group and two subgroups – with and without measured PACR.

<table>
<thead>
<tr>
<th>Group</th>
<th>12 week</th>
<th>16 week</th>
<th>20 week</th>
<th>24 week</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>% patients</td>
<td>Mean</td>
<td>STD. DEV.</td>
<td>% patients</td>
</tr>
<tr>
<td>PE</td>
<td>15</td>
<td>0.00115</td>
<td>0.00215</td>
<td>15</td>
</tr>
<tr>
<td>with PACR</td>
<td>10</td>
<td>0.00146</td>
<td>0.00262</td>
<td>2</td>
</tr>
<tr>
<td>without PACR</td>
<td>5</td>
<td>0.00054</td>
<td>0.00030</td>
<td>13</td>
</tr>
<tr>
<td>no PE</td>
<td>190</td>
<td>0.00448</td>
<td>0.00028</td>
<td>190</td>
</tr>
<tr>
<td>with PACR</td>
<td>152</td>
<td>0.00049</td>
<td>0.00027</td>
<td>33</td>
</tr>
<tr>
<td>without PACR</td>
<td>38</td>
<td>0.00042</td>
<td>0.00031</td>
<td>157</td>
</tr>
</tbody>
</table>

Fig. 6. Histograms of different categories of \( P(\text{PE} = \text{yes}) \) at week 42 given the patient’s risk factors, the measurements made at 12, 16 and 20 week with no treatment from week 24 until the end of pregnancy.

average the PEModel produces a higher mean for \( P(\text{PE} = \text{yes}) \) for the preeclamptic patients than for the non-preeclamptic ones. For the preeclamptic patients with measured PACR, the PEModel clearly yields a higher mean probability than for those without PACR. For the non-preeclamptic patients rather the opposite trend is observed. These results have an important clinical implication – measuring PACR early in pregnancy can help detecting worsening of the renal function, a sign for potential development of preeclampsia. Appropriate treatment can then be started at a proper, early time.

The model’s fit to the dataset was tested using the Bayesian information reward metric from Eq. (1) computed per pregnancy week for PE and non-PE patients and compared to the model’s prior; see Table 6. The prior based on the dataset (fraction of preeclamptic cases per week) is also reported and despite the small size of the dataset, it is interesting to observe that this prior is close, except for week 38, to the model’s prior determined only on the basis of domain knowledge and without using any data. The IRB results for the preeclamptic patients (fourth row) show that the model’s posterior probabilities are well distinguished from the prior with high average reward of 0.66 over the six weeks. The low negative values for IRB for the non-PE patients show that the estimated probabilities are slightly higher than the prior, thus the model is “punished”.

Given the high-risk profile of the patients in the dataset, we expected that the prior distribution of the treatment based on the patient data would differ from the model’s prior based on epidemiological information. In Table 7 we present per pregnancy week the model prior probability for “TREATMENT = no” against the proportion of pregnant women who did not receive treatment at that moment. The results show that more than 60% of the women in the dataset are under treatment already at the beginning of pregnancy, which is different from the model’s prior of up to 20%. This clearly indicates that the data is not representative for the entire population of pregnant women. However, usually a treatment variable is instantiated,
Table 6
Bayesian information reward computed per week with respect to the model’s prior probabilities.

<table>
<thead>
<tr>
<th>Week of pregnancy</th>
<th>Prior $P(\text{PE} = \text{yes})$ (model)</th>
<th>Prior $P(\text{PE} = \text{yes})$ (dataset)</th>
<th>$\text{IR}_B$ (diagnosed PE patients)</th>
<th>$\text{IR}_B$ (non-PE patients)</th>
</tr>
</thead>
<tbody>
<tr>
<td>28</td>
<td>0.010</td>
<td>0.015</td>
<td>0.869</td>
<td>−0.008</td>
</tr>
<tr>
<td>32</td>
<td>0.017</td>
<td>0.010</td>
<td>0.471</td>
<td>−0.012</td>
</tr>
<tr>
<td>36</td>
<td>0.028</td>
<td>0.021</td>
<td>0.699</td>
<td>−0.019</td>
</tr>
<tr>
<td>38</td>
<td>0.036</td>
<td>0.006</td>
<td>0.618</td>
<td>−0.021</td>
</tr>
<tr>
<td>40</td>
<td>0.036</td>
<td>0.038</td>
<td>0.581</td>
<td>−0.026</td>
</tr>
<tr>
<td>42</td>
<td>0.047</td>
<td>0.043</td>
<td>0.694</td>
<td>−0.024</td>
</tr>
</tbody>
</table>

Table 7
Prior probabilities for $\text{TREATMENT} = \text{No}$ based on the model and the dataset.

<table>
<thead>
<tr>
<th>Pregnancy week</th>
<th>Prior $P(\text{TREATMENT} = \text{No})$ (model)</th>
<th>Prior $P(\text{TREATMENT} = \text{No})$ (dataset)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>12</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>0.90</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>0.845</td>
<td>0.835</td>
</tr>
<tr>
<td></td>
<td>0.835</td>
<td>0.827</td>
</tr>
<tr>
<td></td>
<td>0.812</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td>0.795</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>0.79</td>
<td>0.79</td>
</tr>
<tr>
<td>16</td>
<td>0.38</td>
<td>0.36</td>
</tr>
<tr>
<td>20</td>
<td>0.34</td>
<td>0.30</td>
</tr>
<tr>
<td>24</td>
<td>0.28</td>
<td>0.27</td>
</tr>
<tr>
<td>28</td>
<td>0.25</td>
<td>0.27</td>
</tr>
<tr>
<td>32</td>
<td>0.31</td>
<td>0.26</td>
</tr>
<tr>
<td>36</td>
<td>0.31</td>
<td>0.26</td>
</tr>
<tr>
<td>38</td>
<td>0.31</td>
<td>0.26</td>
</tr>
<tr>
<td>40</td>
<td>0.31</td>
<td>0.26</td>
</tr>
<tr>
<td>42</td>
<td>0.31</td>
<td>0.26</td>
</tr>
</tbody>
</table>

Fig. 7. Snapshots of the system’s user interface based on the temporal Bayesian network on an Android smartphone.

and then what matters are only to what extent the probabilistic influences from treatment to the other variables reflect the situation for the entire group of patients.

4.5. Embedding the model in the eMomCare system

The Bayesian network is part of the eHealth system eMomeCare, implemented using Google’s open source Android operating system. The Bayesian network model is consulted using the publicly available java-based Bayesian network package EBayes [7], which provides platform-independent engine for performing inference given evidence in the network. A java-version of the network was subsequently embedded in the Android application. We are still investigating a suitable design for the user interface. Fig. 7 shows the current main screens – current health status and advice, measurement analysis and a prognostic chart for the development of preeclampsia until the end of pregnancy – based on the results obtained from the PEModel. The relevant input data–risk factors and measurements – are provided via specially-designed screens (tabs ‘Clinic’ and ‘Lab’) in the mobile app. Blood pressure and urine analysis are the most important measurements and they can be performed at home – the former via a digital monitor that is capable of transmitting the data via Bluetooth to the smartphone and the latter via urine reagent strips that are imaged and the colour is automatically analysed in the device. The patient’s status is computed based on the input data and the temporal Bayesian network model. The result of the inference process on the smartphone is obtained within 10 seconds, despite the large size of the network.

5. Conclusions and lessons learned

In this research we have described a generic Bayesian network methodology for building probabilistic disease progression models based on clinical principles. We showed that exploiting physiological knowledge in developing a clinical Bayesian network can guide the building process. This was illustrated by the description of the construction of a temporal Bayesian
network model for preeclampsia. This model is part of a real-world home-monitoring system for personalised pregnancy care. Insights into the performance of the model were obtained through an experimental study with actual patient data.

The system’s capability to offer personalised advice to patients required a model that was able to provide feedback about the patient’s current and expected future health status. This meant that the model had to be based on general clinical principles, while capturing the relevant functional relationships of the disease to allow personalisation of the advice. There were also requirements on the system with respect to its capability of generating an explanation of the model’s predictions. The fact that sufficient relevant knowledge could be obtained from clinical experts and clinical studies, whereas clinical data was only scarcely available, motivated us to opt for manual construction of the model rather than to learn the model from data. To our knowledge, this is the first clinical model built for use in personalisation of treatment in the home environment using sensors and smartphones.

Collecting a dataset of sufficient size and quality appeared to be a major problem in our research. The original version of the dataset used in this study contained data of 297 pregnant women, but for 92 of them no outcome, i.e. whether or not preeclampsia had developed, had been recorded. These patients were discarded for the evaluation. The same problem we encountered in another cohort of 534 patients from whom only 2 patients were recorded as being preeclamptic, whereas many more should have been included based on the prior probability of getting preeclampsia. According to clinical experts, these problems were due to the fact that the data were just collected as part of daily practice and not for research purposes. We have now set up an improved data collection process with the aim of collecting sufficient data to refine the network parameter and for further evaluation of the model. In this respect, the advantages of a home-monitoring system can be exploited, as in principle it gives access to a large collection of clinical and laboratory data, simply by involvement of sufficient numbers of patients in the research.

Another critical and nontrivial task in our research was the evaluation of the developed Bayesian-network model. Adopting the traditional distinction between positive and negative cases was not sufficient to test the model’s performance because preeclamptic patients (positive cases) are considered negative until the moment of diagnosis. So, for example, using standard accuracy measures to check whether or not the model can correctly classify patients based on the output at first trimester does not make much sense – at that time all the patients are non-preeclamptic. So, diagnostic accuracy was determined only for the time when positive patients were available. Guided by the gynaecologists involved in the project, we were also able to get insight in the prognostic capabilities of the model using the model’s outcome at early pregnancy. In this respect the model showed encouraging results by detecting an increased risk for preeclampsia for the majority of preeclamptic patients between 4 and 16 weeks in advance.

Furthermore, in applications where personalisation is a critical issue, the overall model evaluation should be based not only on overall performance but also on per-patient analysis. When performing the latter we observed that for preeclamptic patients with missing or non-compatible data the model performed worse, by underestimating, for example, the probability of preeclampsia. Another problem is that non-preeclamptic patients may also experience worsening of their health status, not necessarily leading to preeclampsia. In the current model, such patients get a higher probability for preeclampsia, which also deteriorates the model’s performance. Of course, from a clinical point of view, this is not necessarily a problem as the costs for false positives are generally lower than those for false negatives but unnecessary pressure on the patient and caregiver should also be minimised.

A generic temporal, causal framework for clinical disease models, such as proposed in this paper, certainly made model development easier. A detailed analysis of the absolute probabilities for the first and second trimester computed from the model showed a clear trend implying that not only blood-pressure measurement, as currently done, but also carrying out a urine analysis on a regular basis may help detecting preeclamptic patients at earlier stages of pregnancy. When this is confirmed by more extensive studies, taking into account health-care costs, it is likely that the model leads to changes to present-day clinical practice.

Our future work concerns studying the effect of treatment per pregnancy week on the model’s performance in relationship to actual patients, and whether different treatment scenarios can help prevent worsening of the patient’s condition. Furthermore, we prepare a prospective pilot study, where the mobile application with the embedded temporal Bayesian network model will be used in parallel to the standard clinical care. This will allow us to compare the recommendations given by the model concerning, for example, the number of checkups and contacts with the clinician against present care standards.
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