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Abstract

Bose-Einstein correlations between like-sign charged track pairs have been studied in $e^{+}e^{-}$ annihilation hadronic events at centre-of-mass energies around the $Z^{0}$ peak as a function of $Q$, the four-momentum difference of the pair. The measurement was performed with the OPAL detector at LEP. Assuming the charged tracks to be pions, the observed Bose-Einstein enhancement was used to extract the values of the strength of the effect and the radius of the pion emitting source, which were found to be $\lambda = 0.866 \pm 0.032 \pm 0.140$ and $R_{0} = 0.928 \pm 0.019 \pm 0.150$ fm, respectively, where the first error is statistical and the second is systematic. The results do not show significant variation in comparison to $e^{+}e^{-}$ annihilation measurements at lower centre-of-mass energies. If non-pion track contamination is taken into account, the value of the strength $\lambda$ becomes consistent with unity.
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1 Introduction

The interference between like-sign pions was first investigated in the late 1950's by Goldhaber, Goldhaber, Lee and Pais [1] in pp annihilations, and was interpreted to be a consequence of Bose-Einstein (BE) statistics obeyed by identical pion pairs. The effect resulted in an enhancement of the number of like-sign charged track pairs compared to unlike-sign charged pairs when the two particles had similar momenta, i.e. identical bosons tended to be emitted close to each other in phase space. Since then, BE correlations have been observed over a wide range of centre-of-mass energies in hadronic collisions, lepton-hadron collisions, as well as in $e^+e^-$ interactions [2 - 14].

The theory of BE correlations is described in refs. [15], [16]. The BE correlations can be described in terms of a correlation function $C$ defined by:

$$C(p_1, p_2) = \frac{\rho(p_1, p_2)}{\rho_0(p_1, p_2)}$$

(1)

where $p_1$ and $p_2$ are the four-momenta of the two tracks, $\rho(p_1, p_2) = (1/\sigma)(d^8\sigma/d^4p_1d^4p_2)$ is the measured density for two identical bosons, and $\rho_0(p_1, p_2)$ is the two-particle density in the absence of BE correlations.

Various types of parametrisations of the BE correlation function can be found in the literature [17],[18], which usually refer to the overall centre-of-mass reference frame. In the Lorentz invariant parametrisation, the correlation function $C$ is studied as a function of the four-momentum difference of the pair $Q^2 = -(p_1 - p_2)^2$, which, if both particles are assumed to be pions, can be expressed as $Q^2 = M^2 - 4m^2$, where $M$ is the invariant mass of the pair. If the pion source is assumed to have a Gaussian shape in the rest frame of the pion pair, $C(Q)$ can be parametrised as $C(Q) = 1 + e^{-Q^2R^2}$, where the parameter $R$ is related to the size $R_0$ of the pion emitter through the relation $R_0 = RHc$. The parameter $R_0$ can be interpreted as being the size of the region from which pions of similar momenta are emitted [19].

The correlation function $C(Q)$ is predicted to have the value 1 at $Q = 0$ in the absence of the BE effect and the value 2 in its presence. Experiments have reported values of $C(Q = 0)$ between 1 and 2 (refs. [2 - 14]). This can be interpreted to mean that the BE effect does not affect all particles in the final state, since particle emission can occur from partially coherent systems rather than from purely incoherent ones. In addition, not all particle pairs are formed from identical bosons, which contributes to a further decrease of the enhancement at $Q = 0$. To take these factors into account, the correlation function usually includes an additional parameter $\lambda$, which represents the "strength" of the effect and which assumes values between 0 and 1, such that $C(Q)$ becomes:

$$C(Q) = 1 + \lambda e^{-Q^2R^2}$$

(2)

The parameter $\lambda$ is often called the "chaoticity parameter".

To fit our data, we used the following expression for the BE correlation function:

$$C(Q) = N (1 + \lambda e^{-Q^2R^2})(1 + \delta Q + \epsilon Q^2)$$

(3)

where $N$ is a normalisation factor and the term $(1 + \delta Q + \epsilon Q^2)$ is an empirical term which takes into account the rise of the correlation function at large values of $Q$, due to long range correlations between particle pairs (e.g. charge and energy conservation, phase-space constraints, etc.). Other experiments use alternatively terms which are only linear or quadratic in $Q$. Although these expressions are purely empirical, they have been shown to describe data well over a wide range of energies (refs. [2 - 14]).
A crucial feature of the measurement is the choice of the reference sample \( \rho_0(p_1, p_2) \). Ideally it should satisfy the following conditions:
1) absence of BE correlations;
2) presence of correlations due to energy-momentum and charge conservation;
3) presence of correlations due to the topology and the global properties of the events;
4) absence of additional dynamical correlations due to resonances or long-lived particle decays.

In this analysis the reference sample was computed by taking unlike-sign pair combinations in an event. This method satisfies conditions 1), 2) and 3) but not condition 4). The reference sample computed in this way is thus obtained entirely from data, but it is affected by the presence of dynamical correlations due to resonances or long-lived particle decays (especially \( K^0, \rho^0 \) and \( \eta \)). This may introduce systematic effects into the correlation function. In section 3 we discuss the impact that the resonances in the reference sample have on the results.

In this analysis 146624 multi-hadronic \( Z^0 \) candidates were used, collected by the OPAL detector during the 1990 LEP running period at centre-of-mass energies between 88 and 94 GeV. The mean centre-of-mass energy was 91.3 GeV. Our analysis also makes use of a Monte Carlo simulation of this data sample, as discussed below.

The Monte Carlo generator used to simulate multi-hadronic \( Z^0 \) decays was Jetset 7.2 [20]. This generator is able to simulate the characteristics of the final states with good accuracy [21]. The Monte Carlo program also included a detailed description of the detector geometry and material as well as effects of the detector resolution and efficiencies [22]. It produced an output identical in format to that of the detector data acquisition system, such that simulated data could be processed by the same analysis chain as real events. The BE effect can be simulated in Jetset 7.2 as an option, which by default is not enabled, by setting ad-hoc parameters. In section 5 we present values for the Jetset parameters which describe our measurement of the BE interference.

2 Detector and Data Selection

The OPAL detector has been described in detail in reference [23]. The present analysis is based mainly on information from the central tracking chambers, consisting of a vertex chamber, a jet chamber and a chamber for measurements in the \( z \) direction (\( z \) is the coordinate parallel to the beam axis), all enclosed by a solenoidal magnet coil which produces an axial field of 0.435 T. The main tracking detector is the jet chamber, which has a length of 4 m, a diameter of 3.7 m and which provides up to 159 space points and close to 100% track-finding efficiency for charged tracks in the region \( |\cos \theta| < 0.92 \), where \( \theta \) is the polar angle. The momentum resolution, which is of particular relevance for this analysis, can be parametrised as \( \Delta p/p^2 \approx 2.2 \cdot 10^{-3} \text{GeV}^{-1} \). The jet chamber is also able to perform particle identification by energy loss \( dE/dx \) measurements with a resolution \( \sigma(dE/dx)/(dE/dx) \approx 3.8\% \). The trigger and on-line event selection for hadronic events are described in reference [24]. Additional criteria were used for this analysis to select well measured and well contained events in the tracking detector, as described below.

Charged tracks were accepted if their extrapolated closest distance of approach to the interaction point was less than 1 cm in the plane perpendicular to the beam axis and less than 15 cm in the direction along the beam axis. The tracks were required to have at least 40 hits in the jet chamber and the first hit had to be closer than 70 cm to the beam axis. For each track the transverse momentum relative to the beam axis had to be larger than 0.15 GeV and the polar angle \( \theta_{\text{track}} \) had to satisfy \( |\cos \theta_{\text{track}}| < 0.94 \).
The total visible momentum, defined as the scalar sum of the momenta of the charged tracks which passed the cuts, was required to be at least 10% of the centre-of-mass energy. Events with an observed charged-track multiplicity $n_{ch} < 5$ were rejected, in order to eliminate tau-pairs and two-photon events. The angle of the thrust axis, computed using the tracks which passed the cuts, had to satisfy $|\cos \Theta_{\text{thrust}}| < 0.82$. The event was also rejected if any outgoing track had a measured momentum larger than the beam momentum. This last cut affected less than 1% of the events.

Tracks used in pair combinations for the analysis were required to have a momentum smaller than 10 GeV, since particle correlations may be influenced by phase-space limitations, and an estimated absolute error on the track momentum which was smaller than 0.1 GeV. Finally, tracks were required to have at least 60 space point measurements in the jet chamber.

Electron pairs from photon conversions might strongly affect the $Q$ distribution of unlike-sign pairs, and thus the reference sample, in the region of low values of $Q$. The mean energy loss for electrons is expected to be $\langle dE/dx \rangle_e = 9.7 \text{ keV/cm}$, with a resolution of $\sigma_{dE/dx} \approx 0.4 \text{ keV/cm}$. Therefore, to reject electrons, tracks used in the pair combinations were required to have $dE/dx$ values smaller than 9 keV/cm$^{-1}$. In addition, pairs were rejected if their invariant mass (assuming both tracks to be pions) was smaller than 0.4 GeV and if their opening angle in the plane orthogonal to the beam axis was smaller than 0.1 rad. These cuts were applied to both like- and unlike-sign pairs in order to avoid a bias in the data selection. A vertex finding algorithm was used to further improve the rejection. The intersection points of track pairs in the radial plane were considered to be candidate secondary vertices. Tracks were rejected if their intersection point had a radial distance larger than 1 cm from the primary vertex. This cut also helped to reject pion pairs from $K^0$ decays. After these cuts the efficiency for rejecting electrons was estimated from Monte Carlo to be better than 99%.

After the cuts described above, the event was rejected if the difference between the number of positive and negative tracks exceeded 25% of the total number of charged tracks. This cut was required in order to keep balanced the number of like- and unlike-sign pairs in an event and eliminated 9% of the data sample.

Starting from an initial sample of 146624 multi-hadronic $Z^0$ decays, 76841 events passed the cuts and were used for the analysis.

3 Systematic Effects, Corrections and Results

The correlation function $C(Q)$ derived using the method described in section 1 is shown in Fig. 1, for both data and Monte Carlo (where the BE effect is not simulated). A clear enhancement at low values of $Q$ is observed in the data. The distortion of the correlation function in the range $0.3 < Q < 0.9$ GeV, visible for both Monte Carlo and data, is introduced by dynamical correlations in the reference sample due to unlike-sign pairs coming mainly from $K^0$ and $\rho^0$ decays. In addition, the Monte Carlo correlation function exhibits a small rise for $Q \approx 0$ because of $\eta'$ and $\eta$ decays. These effects will be discussed in more detail below.

Coulomb interactions between particles affect like- and unlike-sign pairs in opposite ways and modify the correlation function. A correction for Coulomb interactions was applied to the correlation function as a function of $Q$ [16]. The corrected correlation function is:

$$C_{\text{corr}}(Q) = \alpha(Q) C_{\text{uncorr}}(Q)$$

(4)
where $\chi(Q)$ is:

\[ \chi(Q) = \frac{e^{2\pi\eta} - 1}{1 - e^{-2\pi\eta}} \]

with $\eta = \alpha m_e/\sqrt{Q^2}$ and $\alpha$ the fine-structure constant. The correction factor $\chi(Q)$ is of the order of a few percent for $Q < 0.2$ GeV and is negligible for larger $Q$. The corrected correlation function is shown in Fig. 2, by the black dots.

A considerable fraction of the final-state pions in multihadron events originates from decays of long-lived particles. Here we define a long-lived particle to be one which has a long flight distance compared to the typical correlation length of BE interference (which is of the order of 1 fm), so that it decays far away from the region where most pions are produced. Such long-lived particles include the $\eta$, $\eta'$ and $\omega$, as well as hadrons containing heavy quarks. These particles contribute to the BE effect only at very small values of $Q$, of the order of their decay width, and they produce a narrow spike in the correlation function at $Q \approx 0$ [19]. The range $Q < 0.05$ GeV is excluded from our analysis, so that the contribution of pions coming from the same long-lived particle decay is mostly eliminated.

Pairs which contain one pion from a long-lived particle decay or pions from two different long-lived particle decays should not exhibit any BE effect, leading to a reduction in the observed value of $\lambda$. This effect could be large, of the order of 40% or more, because of the large number of pions from long-lived particles: as a consequence, an underestimate of $\lambda$ of this same order of magnitude could be expected [19]. This is contradicted by experimental measurements of $\lambda$, which are not consistent with such a large effect (refs. [4],[11]), thus suggesting that the effect of long-lived resonances in BE interference is not well understood or that other effects might compensate it [12]. No correction was applied for this effect.

In the case of $\eta$ and $\eta'$ decays, a further effect was observed. For about 15% of the pion like-sign pairs, at least one of the charged tracks arises from the decay chain $\eta' \rightarrow \pi^+\pi^-\eta$ followed by $\eta \rightarrow \pi^+\pi^0\pi^-$. These pairs are not uniformly distributed in $Q$. Monte Carlo simulation shows that their four-momentum difference tends to be small, with a sharp peak at $Q < 0.075$ GeV, because of kinematic constraints due to the limited phase space available to the pions. This produces a fake enhancement of the correlation function, which is estimated from Monte Carlo to be of the order of 10% in the range $Q < 0.075$ GeV. Again, no correction was applied for this effect.

Tracks split into two or more pieces by the reconstruction program could produce a fake rise of the correlation function at low values of $Q$. The stringent requirements on the quality of the tracks discussed in section 2 are expected to reject most of these split tracks: from Monte Carlo simulation, the fraction of such tracks, after the cuts, is found to be smaller than $10^{-4}$ and the distribution of their four-momentum difference $Q$ drops to zero for $Q > 0.1$ GeV. The small contamination of fake like-sign pairs due to split tracks is mostly confined to the region $Q < 0.05$ GeV and is therefore excluded from our analysis, since we examine pairs with $Q > 0.05$ GeV only, as mentioned above.

To extract values for the correlation strength $\lambda$ and size $R_0$, the correlation function was fitted using expression (3), corrected for Coulomb interaction as in (4), in the range $0.05 < Q < 2$ GeV, with the exclusion of the ranges $0.35 < Q < 0.45$ GeV and $0.6 < Q < 0.85$ GeV to avoid the $K^0$ and $\rho^0$ regions (fit (a) of Tab. 1). In the following, this fit is referred to as the "reference fit". The parameters obtained from this fit, with their statistical errors, are:

\[ \lambda = 0.866 \pm 0.032 \quad R_0 = 0.928 \pm 0.019 \text{ fm} \]
\[ \epsilon = 0.474 \pm 0.050 \text{ GeV}^{-1} \quad \epsilon = -0.120 \pm 0.015 \text{ GeV}^{-2} \quad N = 0.635 \pm 0.025 \]

yielding $\chi^2$/DOF = 1.8. The results of this fit are shown by the solid curve in Fig. 2. The data points
in the range $Q < 0.1\,\text{GeV}$ lie somewhat above the curve, probably because of pions from $\eta'$ and $\eta$ decays as discussed above.

If the fit is performed in the more restricted interval $0.05 < Q < 1.5\,\text{GeV}$, again excluding the $K^0$ and $\rho^0$ regions, the parameters $\lambda$ and $R_0$ do not change within their statistical errors (fit (b) of Tab. 1). If the fit is made in the region $0.05 < Q < 2\,\text{GeV}$ including the $K^0$ and $\rho^0$ regions, the value of $\lambda$ again remains essentially stable, while $R_0$ decreases by 14% as reported by fit (c) of Tab. 1.

To estimate systematic effects related to the track and event selection, the analysis was repeated after changing the criteria from those given in section 2. The results were found to be fairly insensitive to the track and event selection criteria which were adopted. The largest variation in the results, for the different sets of cuts which were tested, occurred for the following conditions: the distance of closest approach to the collision point was smaller than 0.7 cm in the $r$-$\phi$ plane and 9 cm in the beam direction; the first hit in the jet chamber was less than 30 cm from the beam axis; the transverse momentum of each track was larger than 0.25 GeV and the polar angle $\theta_{\text{track}}$ satisfied $|\cos \theta_{\text{track}}| < 0.9$; the scalar sum of the momenta of the particles exceeded 20% of the centre-of-mass energy. The results obtained for these criteria are given as fit (d) in Tab. 1.

We do not expect effects related to detector acceptance or resolution to be a significant source of systematic error, since these apply equally to both the signal density $\rho(p_1, p_2)$ and the reference density $\rho_0(p_1, p_2)$ of Eq. (1). A small difference between $\rho$ and $\rho_0$ could arise from a different acceptance for like- and unlike-sign pairs with small opening angles. In the magnetic field, like-sign tracks are deflected in the same direction, while unlike-sign tracks are deflected in opposite directions. Monte Carlo studies showed that there was not a significant difference in acceptance for the two charged track pair types, however this was tested in addition using data, by requiring that the angle between two tracks be larger than 3 degrees, and checking that the results of the fit remained stable.

The momentum resolution is another potential source of systematic error, since poor momentum resolution smears the correlation function. In this analysis the $Q$ resolution estimated from Monte Carlo was found to be better than 0.025 GeV for both the like- and unlike-sign pairs, independent of the direction of the tracks and of the relative sign of the charges of the pairs. For data the $Q$ resolution is expected to be slightly worse. Since the range of the BE correlation is of the order of hundreds of MeV, this effect is assumed to be negligible. The bin size was chosen to be 0.025 GeV, so as to match the estimated $Q$ resolution. Varying the bin size in the range from 0.015 to 0.05 GeV produced changes in the parameters which were smaller than their statistical errors. The largest variation from the reference fit occurred when the bin width was chosen to be 0.05 GeV. The results for this fit are given as entry (e) of Tab. 1.

Contamination of the charged track sample by particles other than pions is a large systematic effect. Monte Carlo simulation yields an estimated purity of the $\pi\pi$ sample of about 80%, the background being mainly $K\pi$ and $p\pi$ pairs. This is expected to lead to an underestimate of $\lambda$ of about 20%. This can be better expressed by the following relation [13]:

$$C(Q) = N \left(1 + f(Q) \lambda e^{-Q^2 R^2}\right) \left(1 + \delta Q + \epsilon Q^2\right)$$

(6)

where $C(Q)$ is the correlation function (3) corrected for Coulomb interactions and modified by the presence of the term $f(Q)$ which is the fraction of like-sign $\pi\pi$ pairs, estimated from Monte Carlo simulation. The function $f(Q)$, for our case, appears to have a slight pair mass dependence, which we parametrised as $f(Q) = 0.81 - 0.07Q$ in the range $0.05 < Q < 2\,\text{GeV}$. Fitting expression (6) to our measurements yields the results summarised by fit (f) in Tab. 1. As expected, $R_0$ is almost insensitive to the correction for non-pion contamination, while $\lambda$ assumes the value $1.078 \pm 0.050$ which is consistent with maximal strength $\lambda = 1$. This result depends on the reliability of the Monte
Carlo simulation. A cross check using data was made by repeating the track-selection using the dE/dx measurement in order to select pions. The Monte Carlo gave in this case a probability of 93% for having true \( \pi \pi \) pairs, with a very small Q-dependence. The data were fitted to equation (3), corrected for Coulomb interactions as in equation (4), without the term \( f(Q) \) introduced for equation (6). The strength of the correlation was found to be \( \lambda = 0.943 \pm 0.050 \) whereas \( R_0 \) remained stable within the statistical error.

To estimate the sensitivity of the results on the choice of the reference sample, we employed a second technique to calculate this sample, based on the Monte Carlo simulation. The Monte Carlo does not include the BE effect, but includes the other relevant dynamical correlations present in the real data. Dividing the data correlation function corrected for Coulomb interactions of Fig. 2 by the Monte Carlo one of Fig. 1b\(^1\), a new correlation function

\[
C'(Q) = \frac{N_{\text{data}}}{N_{\text{MC}}} \frac{N_{\text{like}}}{N_{\text{unlike}}} 
\]

is obtained which contains only the BE enhancement, assuming factorisation. This method, although fully dependent on the quality of the simulation, should correct for the correlations introduced by the \( K^0 \) and \( \rho^0 \). It should also correct for the slow variation of the correlation function seen at large values of Q in Fig. 2. The results of the fit, performed over the complete range \( 0.05 < Q < 2 \text{ GeV} \), are given in fit (g) of Tab. 1. The measured correlation function (7) is plotted in Fig. 3. The solid curve in this figure shows the results of the fit. It is interesting that this method yields a better fit to the data for very low values of Q, than was obtained for the correlation function based on data only (Fig. 2). This is possibly because the background contributions at small Q values from \( \eta' \) and \( \eta \) decays are present in both data and Monte Carlo. The difference in the results obtained from the two methods, the one based on Monte Carlo and the other based on data, is taken as a contribution to the overall systematic error.

A systematic uncertainty in the values of the parameters may arise from the choice of the term which describes the behaviour of the correlation function at large Q. The expression

\[
C(Q) = N (1 + \lambda e^{-Q^2 R^2}) (1 + \delta Q) 
\]

has been used by other experiments to fit the data, as an alternative to expression (3). This parametrisation is linear in Q for large Q values. Fit (h) in Tab. 1 gives the result we obtained when expression (8) was used in place of expression (3). Again the Coulomb correction (4) was applied and the fit was performed excluding the \( K^0 \) and \( \rho^0 \) regions. We observed variations in the values of \( \lambda \) and \( R_0 \) of the order of 10% and 14% respectively, compared to the fit to Eq. (3). However, the fit to equation (8) does not reproduce our data properly at large values of Q, and this results in a large value of \( \chi^2/\text{DOF} \), as shown in Tab. 1.

The results from the various fits for the parameters \( R_0 \) and \( \lambda \) are summarised in Tab. 1, where fit (a) is taken as the reference. Fits (b), (c), (d), (e) and (g) are used to evaluate the overall systematic errors. They are computed by summing in quadrature the difference in the parameter values which are observed relative to the reference fit. The final values of the parameters \( \lambda \) and \( R_0 \) are:

\[
\lambda = 0.866 \pm 0.032 \pm 0.140 \quad R_0 = 0.928 \pm 0.019 \pm 0.150 \text{ fm}
\]

where the first error is statistical and the second is systematic. The errors are dominated by the systematic ones. The main contribution to the systematic errors comes from the choice of the reference

\(^1\)The Monte Carlo does not take into account Coulomb interactions, so that it does not need to be corrected for this effect.
sample and from the differences which are observed when the \(K^0\) and \(\rho^0\) regions are included or excluded.

It is interesting to investigate whether the strength and size of the BE correlations are related to the multiplicity of the event. To study this we analysed two subsets of events with charged-particle multiplicity values \(n_{ch} \leq 17\) and \(n_{ch} \geq 18\), yielding mean multiplicity values of \((n_{ch}) = 10.1\) and \((n_{ch}) = 23.2\), respectively. A small decrease of \(\lambda\) and a small increase of \(R_0\) were observed, going from the set with lower multiplicity to that with higher one, as reported in fits (i) and (j) of Tab. 1. Although more careful studies are needed, this is in qualitative agreement with results obtained by other experiments [8].

Comparison with other experiments is not straightforward, since different corrections for systematic effects and different parametrisations for the BE correlation function have been used. Nonetheless, our measurements of \(\lambda\) and \(R_0\) are not significantly different from those obtained by \(e^+e^-\) experiments at lower centre-of-mass energies, as shown in Fig. 4. The errors are statistical and systematic (added in quadrature) in the case of OPAL whereas they are statistical only for the other experiments. The results shown for \(R_0\) in Fig. 4 seem to exclude the possibility that the source size increases with the energy [13]. The value of \(R_0\) can be interpreted as being the average size of local regions where the pions are produced rather than as being the size of the entire hadronization region [11], [19]. This could explain why its value of about 1 fm is rather independent of the centre-of-mass energy and also the fact that similar values to these \(e^+e^-\) ones are obtained in other types of collisions, such as neutrino-nucleon or muon-nucleon collisions. In the case of hadron-hadron collisions the size of the emitter is also of the size of 1 fm, although these latter experiments generally report values which are slightly larger than for the other types of collisions [8].

4 Monte Carlo Simulation of the BE Effect

The effect of BE interference can be simulated in Jetset 7.2 by calling the subroutine “LUBOEI” and by setting a few ad-hoc parameters in the program. Monte Carlo events generated with the BE interference were analysed using simulation of the detector and the same track and event criteria described in section 2. The resulting Monte Carlo correlation function was then fitted by equation (3), excluding the \(K^0\) and \(\rho^0\) regions. The parameters of the generator were tuned in order to reproduce the values of \(\lambda\) and \(R_0\) obtained for fit (a) of Tab. 1. The Monte Carlo correlation function obtained in this way is shown in Fig. 2, by the open circles.

5 Conclusions

Bose-Einstein correlations have been observed in \(e^+e^-\) annihilations into hadrons with the OPAL detector at LEP, at a mean centre-of-mass energy value of 91.3 GeV. Starting from an initial sample of 146624 hadronic decays of the \(Z^0\), we obtained a strength of the effect \(\lambda = 0.866 \pm 0.032 \pm 0.140\) and a size of the pion emitting region \(R_0 = 0.928 \pm 0.019 \pm 0.150\) fm which are in agreement with results

---

2Due to an error in the code of the routine LUBOEI in Jetset 7.2, the corresponding Jetset 7.3 version of this routine was used.

3The parameters of the generator which were changed from their default values, in order to obtain this result, were MSTJ(51)=2, MSTJ(52)=9, PARJ(92)=2.5 and PARJ(93)=0.33 GeV. The effective strength of BE effect is represented by the parameter MSTJ(92). The fact that it is considerably larger than unity is perhaps because of approximations made in the Monte Carlo implementation of the BE correlations.
from $e^+e^-$ experiments at lower centre-of-mass energies. The strength $\lambda$ assumes a value consistent with unity when the contamination of non-pion tracks is taken into account. This does not leave much room for other effects which could reduce the value of $\lambda$, e.g. coherent emission or final-state strong interactions between particles.
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Table 1: Results of various fits. Fit (a) is the reference one, obtained by fitting the data to expression (3), corrected for the Coulomb interaction, in the range $0.05 < Q < 2 \text{ GeV}$ with the exclusion of the regions $0.35 < Q < 0.45 \text{ GeV}$ and $0.6 < Q < 0.85 \text{ GeV}$ to avoid the $K^0$ and $\rho^0$ resonances. Fit (b) reports the values of the parameters when the upper value of the Q-range was chosen to be $Q = 1.5 \text{ GeV}$. Fit (c) reports the results when the regions $0.35 < Q < 0.45 \text{ GeV}$ and $0.6 < Q < 0.85 \text{ GeV}$ were included. Fit (d) was obtained by changing the event and track selection. Fit (e) shows the results when a wider bin-width ($0.05 \text{ GeV}$) was chosen. Fit (f) reports the case when data were corrected for the presence of non-pion pairs as in Eq. (6). Fit (g) shows the results when Monte Carlo was used, as a second means, to obtain the reference sample. Fit (h) reports the results when a linear rise of the correlation function at large values of $Q$ is chosen, as in Eq. (8). Fits (i) and (j) refer to data samples with observed charged multiplicity $n_{ch} \leq 17$ and $n_{ch} \geq 18$, respectively. The variations of the parameters from fits (b), (c), (d), (e) and (g), with respect to fit (a), were added in quadrature to define the overall systematic error.
Figure Captions

Figure 1 Correlation function $C$ for like-sign pairs relative to unlike-sign pairs as a function of $Q$ for (a) uncorrected data and (b) Jetset 7.2 Monte Carlo with detector simulation and without BE correlations.

Figure 2 Correlation function corrected for the Coulomb interaction as a function of $Q$. The black circles show the data, and the solid line represents the fit to Eq. (3). The fit is performed excluding the regions of the $K^0$ and $\rho^0$. The open circles show the Monte Carlo correlation function when the BE effect is simulated. The parameters of the generator were tuned to reproduce the measured BE correlations.

Figure 3 Correlation function corrected for the Coulomb interactions divided by the Monte Carlo correlation function as a function of $Q$. The line represents the fit to Eq. (3).

Figure 4 The radius of the emitting region $R_0$ and the strength parameter $\lambda$ from various $e^+e^-$ experiments versus centre-of-mass energy. The errors are statistical and systematic in the case of OPAL and statistical only for the other experiments.
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