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Abstract

The fraction of $Z^0 \rightarrow b\bar{b}$ events in hadronic $Z^0$ decays has been measured using the data collected by OPAL in 1992 and 1993. The presence of electrons or muons from semileptonic decays of bottom hadrons and the detection of bottom hadron decay vertices were used together to obtain an event sample enriched in $Z^0 \rightarrow b\bar{b}$ decays. To reduce the systematic error on the measurement of the $Z^0 \rightarrow b\bar{b}$ fraction, the efficiency of the $b\bar{b}$ event tagging was obtained from the data by comparing the numbers of events having a bottom signature in either one or both thrust hemispheres. A value of

$$\frac{\Gamma(Z^0 \rightarrow b\bar{b})}{\Gamma(Z^0 \rightarrow \text{hadrons})} = 0.2171 \pm 0.0021 \pm 0.0021$$

was obtained, where the first error is statistical and the second systematic. The uncertainty on the decay width $\Gamma(Z^0 \rightarrow c\bar{c})$ is not included in these errors. A fractional variation of this width by $\pm 8\%$ about its Standard Model prediction would result in a variation of the measured $Z^0 \rightarrow b\bar{b}$ fraction of $\pm 0.0015$.
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1 Introduction

The partial width for the decay $Z^0 \rightarrow b\bar{b}$ is of special interest in the Standard Model. Electroweak corrections involving the top quark affect the $Z^0 \rightarrow b\bar{b}$ width, $\Gamma_{b\bar{b}}$, differently from the widths for lighter quarks.\(^1\) This results in a reduced dependence of $\Gamma_{b\bar{b}}$ on the top quark mass, $m_{\text{top}}$, providing the possibility of a stringent and $m_{\text{top}}$-independent test of the Standard Model [1]. On the other hand, the fraction

$$\frac{\Gamma(Z^0 \rightarrow b\bar{b})}{\Gamma(Z^0 \rightarrow \text{hadrons})} \equiv \frac{\Gamma_{b\bar{b}}}{\Gamma_{\text{had}}}$$

depends on $m_{\text{top}}$, but has negligible uncertainty from the unknown Higgs boson mass and the strong coupling constant $\alpha_s$. A precise measurement of $\Gamma_{b\bar{b}}/\Gamma_{\text{had}}$ therefore provides a good constraint on the Standard Model parameters. Note that the small number of $b\bar{b}$ pairs produced in the hadronisation process, rather than directly from $Z^0$ decay, are not included in the definition of $\Gamma_{b\bar{b}}$.

The fraction $\Gamma_{b\bar{b}}/\Gamma_{\text{had}}$ is measured by selecting $b\bar{b}$ events in hadronic decays of the $Z^0$ using various tagging methods. For the measurement presented here, two different tagging methods are employed: one is to detect electrons or muons coming from semileptonic decays of bottom hadrons, and the other is to find decay vertices of bottom hadrons separated significantly from the primary interaction point. In order to achieve an improved systematic error, the efficiency of the tagging methods is obtained from the data using the double tagging technique. This technique makes use of the fact that each $b\bar{b}$ event contains two bottom hadrons produced mostly back-to-back and decaying independently. By applying the tagging methods separately to the two thrust hemispheres in each event, the efficiency can be calculated from the number of tagged hemispheres and the number of events with both hemispheres tagged.

The principle of the double tagging technique is described in the next section. The most important features of the OPAL detector relevant to the analysis are described in section 3. Section 4 reviews the event samples used, both from real collisions and from simulation. The identification of electrons and muons and the estimation of lepton background are discussed in section 5. The detection of secondary vertices and a technique to reduce the systematic error due to the detector resolution are described in section 6. The effect of the tagging efficiency correlation, particularly important for measurements using the double tagging technique, is discussed in section 7. Section 8 presents the result of the $\Gamma_{b\bar{b}}/\Gamma_{\text{had}}$ measurement.

2 Analysis Method

Each hadronic $Z^0$ decay event is divided into two hemispheres by the plane perpendicular to the thrust axis. The hemispheres are examined separately with two $b$-tagging methods, lepton tagging and vertex tagging, which are described in the following sections. A hemisphere is said to be tagged if either of the tagging techniques selects it as a $b$-candidate. The number of tagged hemispheres, $N_t$, and the number of events with two tagged hemispheres, $N_{tt}$, are counted in a sample of $N_{\text{had}}$ hadronic events. Assuming no correlation between the tagging efficiencies of the two hemispheres in a given event (apart from the underlying flavour dependence), and assuming equal tagging probabilities for $u\bar{u}$, $d\bar{d}$ and $s\bar{s}$ events, the numbers $N_t$ and $N_{tt}$ can be expressed as

$$N_t = 2N_{\text{had}} \left\{ e^b \frac{\Gamma_{b\bar{b}}}{\Gamma_{\text{had}}} + e^c \frac{\Gamma_{c\bar{c}}}{\Gamma_{\text{had}}} + e^{uds} \frac{\Gamma_{u\bar{u}} + \Gamma_{d\bar{d}} + \Gamma_{s\bar{s}}}{\Gamma_{\text{had}}} \right\},$$

(1)

$$N_{tt} = N_{\text{had}} \left\{ (e^b)^2 \frac{\Gamma_{b\bar{b}}}{\Gamma_{\text{had}}} + (e^c)^2 \frac{\Gamma_{c\bar{c}}}{\Gamma_{\text{had}}} + (e^{uds})^2 \frac{\Gamma_{u\bar{u}} + \Gamma_{d\bar{d}} + \Gamma_{s\bar{s}}}{\Gamma_{\text{had}}} \right\},$$

(2)

\(^1\)Throughout this paper, the word 'light quark' designates $u$, $d$, $s$ and $c$ quarks. All references to specific particle types are intended also to denote the corresponding antiparticles.
where \( \varepsilon^b, \varepsilon^c \) and \( \varepsilon^{uds} \) are the tagging efficiencies for hemispheres in \( b \bar{b} \), \( c \bar{c} \) and other flavours of events, respectively.

The tagging methods are designed to ensure that the efficiency \( \varepsilon^b \) for \( b \bar{b} \) events is much larger than the efficiencies \( \varepsilon^c \) and \( \varepsilon^{uds} \) for light quark events. Neglecting the contribution from light quark events, the fractional width \( \Gamma_{b\bar{b}}/\Gamma_{\text{had}} \) and the efficiency \( \varepsilon^b \) are obtained approximately by

\[
\frac{\Gamma_{b\bar{b}}}{\Gamma_{\text{had}}} \approx \frac{N_t^2}{4N_{et}N_{\text{had}}},
\]

\[
\varepsilon^b \approx \frac{2N_{et}}{N_t}.
\]

Whereas \( \varepsilon^b \) can be obtained from the data themselves, the tagging probabilities \( \varepsilon^c \) and \( \varepsilon^{uds} \) have to be estimated with Monte Carlo simulation, which introduces systematic uncertainties. Since the contribution from light quarks gives only a small correction to the measurement, the resulting systematic error is small compared with the single tagging method, which requires good knowledge of the bottom quark efficiency \( \varepsilon^b \).

The fractional width for the \( c \bar{c} \) final state is predicted by the Standard Model to be \( \Gamma_{c\bar{c}}/\Gamma_{\text{had}} = 0.171 \pm 0.001 \) for top quark and Higgs particle masses in the ranges 90–250 GeV/c\(^2\) and 60–1000 GeV/c\(^2\) respectively [2]. Current measurements of \( \Gamma_{c\bar{c}}/\Gamma_{\text{had}} \) at LEP are consistent with the Standard Model, and have a combined precision of \( \pm 8\% \) [3]. The fractional width for the three lightest quarks is given by

\[
\frac{\Gamma_{u\bar{u}} + \Gamma_{d\bar{d}} + \Gamma_{s\bar{s}}}{\Gamma_{\text{had}}} = 1 - \frac{\Gamma_{b\bar{b}}}{\Gamma_{\text{had}}} - \frac{\Gamma_{c\bar{c}}}{\Gamma_{\text{had}}}. \tag{5}
\]

Once the light-quark tagging probabilities and the \( c \bar{c} \) fractional width are given, equations (1) and (2) can be solved for the two remaining variables: \( \Gamma_{b\bar{b}}/\Gamma_{\text{had}} \) and \( \varepsilon^b \).

It should be emphasised that equations (1) and (2) require that the tagging efficiencies of the two hemispheres in an event are correlated only through the flavour of the primary quark pair. This assumption is not strictly valid as there is a small efficiency correlation between hemispheres for physical and instrumental reasons. The effect of this efficiency correlation can, however, be included as a small correction to the result obtained from equations (1) and (2), and will be discussed in section 7.

3 The OPAL Detector

The OPAL detector has been described in reference [4], and only the components important for this analysis are reviewed here. The OPAL coordinate system is a right-handed orthonormal system with its origin at the geometrical centre of the detector. The positive \( z \) axis lies along the electron beam direction and \( \theta \) and \( \phi \) are the polar and azimuthal angles. The \( x \) direction points towards the centre of the LEP ring and the \( y \) direction points upwards.

The central tracking detectors consist of a silicon microvertex detector, a precision vertex drift chamber, a large volume jet chamber, and thin surrounding \( z \)-chambers. The silicon microvertex detector [5, 6] has two layers of silicon microstrip detectors, one at a radius of 6.1 cm with an angular coverage of \( |\cos \theta| < 0.83 \) and one at a radius of 7.5 cm with an angular coverage of \( |\cos \theta| < 0.77 \). The microvertex detector can provide two measurements of the \( \phi \) position for each track with an effective positional resolution of about 10 \( \mu \)m. The silicon microvertex detector was upgraded [6] before the 1993 data-taking to provide in addition up to two measurements of the \( z \) position of each track, but only the \( \phi \) information was used for this analysis. When combined with angle and curvature information provided by the other central detector components, the \( \tau \phi \) impact parameter resolution for \( Z^0 \rightarrow \mu^+\mu^- \)
and $Z^0 \rightarrow e^+e^-$ events is $18 \mu m$. The vertex detector is a high resolution drift chamber with axial and stereo wires. The jet chamber, approximately 4 m long and 3.7 m in diameter, provides up to 159 space points per track, and measures the ionization energy loss of charged particles [7]. The $z$ coordinates of jet chamber hits are determined using charge division. The precision of the determination of track polar angles is improved by the $z$-chambers, which provide up to six measurements of the $z$ coordinate on each track. The whole central tracking detector is surrounded by a solenoidal coil which provides a uniform magnetic field of 0.435 T. For the combined central detector, the resolution $\sigma(p_{xy})$ of the momentum in the bending plane of the magnetic field is given by $\sigma(p_{xy})/p_{xy} = \sqrt{(0.02)^2 + (0.0015p_{xy})^2}$ for $p_{xy}$ in GeV/c. The average resolution of the azimuthal track angle is 0.25 mrad. The polar angle resolution varies from 2 mrad for tracks with $z$-chamber hits to 20 mrad for tracks without them. In hadronic events, the ionization energy loss measurement has a resolution of 3.5% for tracks with 159 samples.

A lead-glass electromagnetic calorimeter surrounds the magnet coil. The calorimeter is divided into a cylindrical barrel, covering the polar angle range $|\cos \theta| < 0.82$, and annular endcaps, covering the range $0.81 < |\cos \theta| < 0.98$. The barrel calorimeter consists of 9440 lead-glass blocks arranged in a nearly projective geometry. The energy resolution $\sigma_E$ of the barrel electromagnetic calorimeter is approximately $\sigma_E/E \approx 3\%$ for beam-momentum electrons from $e^+e^- \rightarrow e^+e^-$ events. The resolution on the ratio of the energy to momentum for electrons with energies between 2 and 3 GeV has been measured to be $\sigma(E/p) \approx 10.5\%$ using $e^+e^- \rightarrow e^+e^-\gamma$ events.

Outside the electromagnetic calorimeter lies the iron return yoke of the magnet, instrumented with streamer tubes as a hadron calorimeter. The muon detectors are placed outside the hadron calorimeter. In total, at least 7, and in most regions 8, absorption lengths of material lie between the interaction point and the muon detectors. Muons with momenta above 3 GeV/c usually penetrate to the muon detectors. The muon chambers are constructed as two different detector subsystems in the barrel and endcap parts of the detector. The muon barrel detector covers the polar angle range $|\cos \theta| < 0.7$. It has a cylindrical geometry, composed of four layers of planar chambers staggered to resolve left-right ambiguities. The chambers provide coordinate measurements with an accuracy of 1.5 mm in $\tau\phi$, and 2 mm in $z$. The muon endcap detector covers the polar angle range $0.67 < |\cos \theta| < 0.98$. It consists of two separated planes of limited streamer tube arrays at each end of the OPAL detector. Resolutions of 1–3 mm are obtained on the $x$ and $y$ coordinates of hits using the sharing of charge between strips, and the $z$ coordinate is obtained from the surveyed positions of the chambers.

4 Data Sample and Monte Carlo Simulation

The data analysed were collected in the 1992 and 1993 data-taking runs of LEP, with centre-of-mass energy at and around the peak of the $Z^0$ resonance. Hadronic $Z^0$ events were selected using an algorithm described in reference [8], additionally requiring that there be at least 7 charged tracks in each event. The extra track multiplicity requirement is predicted to remove most of the small residual background, particularly $Z^0$ decays to tau pairs, remaining in the standard hadronic event selection. Tracks were counted only if they were reconstructed using at least 20 jet chamber hits, had a measured momentum component in the $x-y$ plane of at least $0.15\text{ GeV}/c$, a total measured momentum of less than $65\text{ GeV}/c$, a distance of closest approach to the beam axis of less than 5 cm, and satisfied other minor quality cuts. The hadronic $Z^0$ event selection efficiency of these requirements is $(98.1 \pm 0.5)\%$, with a background of less than 0.1%.

Clusters in the barrel (endcap) electromagnetic calorimeter were associated to a charged track if the track pointed to the cluster centroid within $150\text{ mrad}$ ($50\text{ mrad}$) in $\theta$ and $80\text{ mrad}$ ($50\text{ mrad}$) in $\phi$. Each cluster in the barrel (endcap) electromagnetic calorimeter was required to have an energy, corrected for loss in the material in front of the calorimeter, of at least $100\text{ MeV}$ ($200\text{ MeV}$). The thrust
value and the direction of the thrust axis of each hadronic event were calculated using charged tracks together with electromagnetic clusters with no associated tracks. Two additional cuts were applied to each event; the thrust value, \( T \), must be at least 0.8, and the polar angle of the thrust axis, \( \theta_{\text{thrust}} \), must satisfy \( |\cos \theta_{\text{thrust}}| < 0.7 \). These cuts were designed to ensure good definition of the thrust direction, and to match the acceptance of the silicon microvertex detector.

A total of 746839 hadronic events passed the event selection. Simulation indicated that no significant flavour biases were introduced by any of these selection requirements. The uncertainty due to Monte Carlo statistics, \( \pm 0.05\% \) in \( \Gamma_{\text{b}}/\Gamma_{\text{had}} \), was taken as the possible systematic error. The effect of an up to 0.1% background in the hadronic event selection is also included in the systematic error, assuming that this background has a negligible probability of being tagged. The total systematic error due to the event selection is \( \pm 0.11\% \) of the measurement of \( \Gamma_{\text{b}}/\Gamma_{\text{had}} \).

Charged tracks and electromagnetic calorimeter clusters with no associated track were combined into jets using the JADE algorithm [9] with the E0 recombination scheme [10]. The invariant mass-squared cut-off was set to \( x_{\text{min}} = 49 \, (\text{GeV}/c^2)^2 \). The transverse momentum, \( p_T \), of each track was defined relative to the axis of the jet containing it, where the jet axis was calculated including the momentum of the track.

Monte Carlo simulated events were used for evaluating backgrounds, acceptances for light quark events and efficiency correlations between the two hemispheres of an event. Hadronic events were simulated with the JETSET 7.3 Monte Carlo [11] in conjunction with a program that modelled the response of the OPAL detector [12]. Two samples of simulated events were generated corresponding to the detector configurations in 1992 and 1993 respectively. All simulated events were generated with a centre-of-mass energy of 91.175 GeV.

The parameters used in the JETSET program were optimised by OPAL [13]. The fragmentation function of Peterson et al. [14] was used to describe the fragmentation of \( b \) and \( c \) quarks, with the parameter values \( \alpha_b = 0.0055 \) and \( \alpha_c = 0.05 \). Systematic errors due to uncertainties in \( b \) and \( c \) quark fragmentation were evaluated by varying these parameters within the ranges \( \alpha_b = 0.0055^{+0.0046}_{-0.0030} \) and \( \alpha_c = 0.05 \pm 0.02 \), by giving an appropriate weight to each event. These values correspond to average scaled energies of bottom and charm hadrons of \( \langle x_E \rangle_b = 0.70 \pm 0.02 \) and \( \langle x_E \rangle_c = 0.51 \pm 0.02 \) respectively, as measured at LEP [15]. For \( u, d \) and \( s \) quarks, the Lund symmetric fragmentation function was used.

For semileptonic decays of charmed hadrons, an average branching fraction \( B(c \rightarrow \ell) \) of \( (9.8 \pm 0.5\%) \) was used. This value was obtained by obtaining the average of the measurements at centre-of-mass energies between 9.5 and 39 GeV [16]. The momentum spectra of the leptons in the rest frame of the decaying charmed hadrons were modified according to the refined free-quark model of Altarelli et al. [17]. The two parameters of the model, \( m_{\text{F}} \) and \( p_{\text{F}} \), were chosen to be 0.001 GeV/$c^2$ and 0.467 GeV/$c$ respectively, as given by a fit to DELCO [18] and MARK III [19] data performed by the LEP electroweak heavy flavour working group. Two sets of alternative values of the parameters, \( m_{\text{F}} = 0.001 \, \text{GeV} / c^2 \), \( p_{\text{F}} = 0.353 \, \text{GeV} / c \) and \( m_{\text{F}} = 0.153 \, \text{GeV} / c^2 \), \( p_{\text{F}} = 0.467 \, \text{GeV} / c \), corresponding to the variation allowed by the fit, were used to estimate the systematic error.

The mixture of weakly decaying charmed hadrons (\( D^0, D^+, D^+_s \) and \( A^+_s \)) produced in decays of the \( Z^0 \) can affect the tagging probability for \( c\bar{c} \) events because of the large differences in their lifetimes. The fractions of \( D^0 \) and \( D^+ \) mesons are estimated to be \( f(D^0) = 0.557 \pm 0.053 \pm 0.045 \) and \( f(D^+) = 0.248 \pm 0.037 \pm 0.021 \) using the measured production cross-sections times branching ratios at \( \sqrt{s} = 10.55 \, \text{GeV} \) [20] and the measured \( D^0 \) and \( D^+ \) branching fractions [21]. The first errors come from the measurement of individual cross-sections and branching ratios, and the second are the common errors coming from the \( c\bar{c} \) cross-section at \( \sqrt{s} = 10.55 \, \text{GeV} \). The JETSET Monte Carlo predicts the fractions to be \( f(D^0) : f(D^+) : f(D^+_s) : f(A^+_s) = 0.546 : 0.257 : 0.119 : 0.078 \), in good agreement with the measured values. In this analysis, production fractions \( f(D^0) : f(D^+) : f(D^+_s) : f(A^+_s) = \).
0.557 : 0.248 : 0.120 : 0.075 were used as the central values. To evaluate the systematic error due to uncertainties in these fractions, the fractions of $D^0$ and $D^+$ mesons were varied by the individual abundance and common measurement errors given above while keeping the ratio $f(D^+_s) : f(A^+_s)$ fixed. In addition, the fractions of $D^+_s$ mesons and $A^+_s$ baryons were varied by $\pm 0.050$ and $\mp 0.050$ simultaneously, keeping the fractions of other mesons unchanged. The uncertainty on the $D^+$ fraction dominates the charm fraction error on the measured $T_{bb}/T_{had}$. The tagging probability for $c\tau$ events by leptons is not affected by these charm hadron fraction uncertainties, because the semileptonic branching ratio $B(c \rightarrow \ell)$ used in this measurement was measured at energies where the mixture of charm hadrons is expected to be the same as at the $Z^0$ resonance.

The lifetimes of the charm hadrons were varied individually within the errors given by the Particle Data Group [21]. The average charged decay multiplicity for charm hadrons, which is important for the secondary vertex reconstruction efficiency, has been measured by the MARK III experiment [22] for $D^+$, $D^0$ and $D_s^+$. Charged tracks from decays of $K_S^0$ and other mesons produced in the charm hadron decays were included in the measurement. Combining the measured multiplicities using the production fractions given above results in an average of 2.53 $\pm$ 0.08 charged particles per charm hadron. A larger uncertainty of $\pm 0.5$ on the unmeasured charged multiplicity of $A^+_s$ decays has been included in this error. With the vertex finding algorithm used for this measurement, tracks from $K_S^0$ decays are rarely included in the secondary vertex, and so the average charged multiplicity excluding $K_S^0$ decay products is relevant to this analysis. The contribution of $K_S^0$ decays is estimated to be 0.31 charged particles per charm hadron using the measured branching fractions $B(D \rightarrow K^0)$ and $B(K_S^0 \rightarrow \pi^+\pi^-)$ [21]. An average charged multiplicity of 2.22 was therefore used in this measurement. The uncertainty of $\pm 0.08$ on the charged multiplicity including $K_S^0$ decays, and the measurement error on the average branching fraction $B(D \rightarrow K^0)$ were considered as independent systematic errors.

The production rates of b and c quarks in $u\bar{u}$, $d\bar{d}$ and $s\bar{s}$ events via gluon splitting have been calculated within perturbative QCD [23]. The calculation is exact to leading order in $\alpha_s$ and resummed over all orders of leading and next-to-leading logarithmic terms. The calculated rates are expected to be accurate to within 25–30%, and agree with the JETSET prediction to within 30%. The effect of these processes was assessed by removing such events from the Monte Carlo sample, and 50% of the observed change was taken as the systematic uncertainty.

The systematic error due to uncertainties in $K^0$ and hyperon production rates was assessed by allowing them to vary by $\pm 7.1\%$ and $\pm 20\%$ respectively. This corresponds to the precision of OPAL measurements of $K^0$ and hyperon production cross sections and to the accuracy of the modelling by JETSET of their yields [24, 25].

In addition, corrections were applied to the simulated events so that they adequately predict the lepton and vertex tagging efficiencies in the real data. These corrections are explained in the next two sections.

5 Lepton Tagging

Leptons with high momentum and a large momentum component transverse to the jet direction are a well established signature for b quarks. A large fraction of such leptons are expected to come from semileptonic decays of b hadrons, because of the high mass and the hard fragmentation of the b quark.

Electrons and muons were identified using the algorithms described in references [26] and [27] respectively. Precise knowledge of the identification efficiencies are less important in this analysis, but good estimates of backgrounds, both from misidentified particles and from leptons produced in the decays of non-b hadrons, are essential.
5.1 Electron Identification

Electron candidates were selected in the barrel region of the detector, $|\cos \theta| < 0.715$. The momentum, $p$, and the transverse momentum, $p_T$, measured with respect to the direction of the jet containing the candidate were required to be at least 2 GeV/c and 1.1 GeV/c respectively. The transverse momentum cut was chosen so that the total error of the $\Gamma_{b\bar{b}}/\Gamma_{had}$ measurement is minimized. Electrons from decays of bottom hadrons in this kinematical acceptance were selected with an efficiency of about 69%, with an electron purity of about 89%.

Identification of electrons relies on the specific ionization loss, $dE/dx$, measured in the jet chamber and on the total absorption of the energy in the electromagnetic calorimeter. The most probable value of the measured $dE/dx$ is about 10 keV/cm for electrons, and is expected to be constant in the momentum region of interest. The number of jet chamber hits used in the $dE/dx$ measurement determines the measurement error, and was required to be at least 40 to ensure good background rejection. A variable $E_{\text{cone}}$ is defined for each track as the energy measured in the lead-glass blocks that are included in the electromagnetic cluster associated to the track and have their centres within 30 mrad of the extrapolated track position. The measured energy was corrected for losses in the material in front of the calorimeter. At least three measurements from the $\phi$-chambers were required to improve polar-angle matching between the track and the electromagnetic cluster. The ratio $E_{\text{cone}}/p$ is expected to be close to unity for electrons, and smaller for other particles. The measurement error is given by the sum of the contributions from the measurements of $p$ and $E_{\text{cone}}$, and depends on the momentum and the polar angle of the track.

Two variables, $N_{dE/dx}^\sigma$ and $N_{E_{\text{cone}}/p}^\sigma$, are defined as the deviation of the measured values of $dE/dx$ and $E_{\text{cone}}/p$ from their expected values for an electron, divided by the measurement errors. Ideally, both variables should have normal distributions with mean values of zero and widths of unity for electrons. The expected values and the measurement errors were determined empirically by fitting the distributions of the relevant variables. The distribution of the variable $N_{E_{\text{cone}}/p}^\sigma$ for electron candidates is, however, not symmetric about zero because of radiation in the detector material and lateral leakage of energy from the cone, and is defined so that the negative side of the distribution resembles a unit-width Gaussian as closely as possible. Figure 1 shows typical distributions of $N_{dE/dx}^\sigma$ and $N_{E_{\text{cone}}/p}^\sigma$ for tracks in three momentum intervals in hadronic events. Electron candidates were selected with the cuts $N_{dE/dx}^\sigma > -1.25$ and $N_{E_{\text{cone}}/p}^\sigma > -2$.

Electron candidates were rejected if there was an oppositely charged track in the same event that formed a vertex with the electron candidate consistent with that of a photon conversion. The algorithm for recognising photon conversions is described in reference [27]. The efficiency of conversion rejection and the probability of the rejected tracks really being conversion products were estimated to be $(78.1 \pm 5.6)\%$ and $(78.6 \pm 4.0)\%$ respectively.

The conversion rejection removed 851 tracks, leaving a total of 9917 hemispheres containing electron candidates in the data.

Electrons in simulated events were subject to the same identification algorithm used for the data. The expected value and the error on $dE/dx$ used to define the variable $N_{dE/dx}^\sigma$ were determined by the same procedure used for the real data. The resolution on $N_{E_{\text{cone}}/p}^\sigma$ was corrected by randomly smearing the value of $E_{\text{cone}}$ to reproduce the resolution measured in the data. The smearing decreases the efficiency of the $N_{E_{\text{cone}}/p}^\sigma$ cut by 1.8%, to which a 1.1% systematic error was assigned. The efficiencies for tracks to have a sufficient number of $\phi$-chamber hits and $dE/dx$ hits were measured for all tracks within the geometrical acceptance, in both data and simulation, and the corrections derived were applied to the simulated sample. After the correction, the efficiency difference between the real and simulated data was studied using several subsamples of tracks in different angular, momentum, and transverse momentum ranges, and using muon candidates identified by the algorithm described
in the next section. The average electron identification efficiency was modelled by the Monte Carlo simulation within a relative systematic uncertainty of ±2.5 %.

The electron identification efficiency depends on the track environment (concentration of particles in the neighbourhood of the track), and thus on the event flavour. For the purpose of the double tagging measurement, the efficiency for electrons in $\pi^+\pi^-$ events is of primary importance, while the comparison between the real data and the Monte Carlo can be done only for the average of all flavours. The efficiency difference between $\pi^+\pi^-$ and all flavours of events as predicted by the Monte Carlo was assigned a 50% uncertainty for each of the electron identification selection cuts, which led to an additional 3.2% systematic error. Including this uncertainty, the total relative systematic uncertainty in the electron identification efficiency was taken to be ±4.0%.

5.2 Muon Identification

The identification algorithm for muons was unchanged from that of reference [27]. Tracks with polar angles satisfying $|\cos \theta| < 0.9$, momenta $p > 3$ GeV/c and transverse momenta $p_t > 1.2$ GeV/c were considered as muon candidates. The transverse momentum cut was optimized in order to minimize the total measurement error as in the case of electrons. The selection efficiency for muons from bottom hadron decays in this kinematical acceptance was about 76%, with a muon purity of around 88%.

Identification of muons relied on their penetrating nature. Track segments were reconstructed in the four-layer external muon chambers independently of tracks found in the central detectors. The central tracks were extrapolated through the material and magnetic field of the detector to the muon chambers. The presence of a matching segment and the quality of the positional match between the extrapolated track and the muon segment were used to identify muons. The angular separation of the point of closest approach of the extrapolation to the segment was evaluated in $\phi$ and $\theta$. A matching parameter, $\chi_{\text{pos}}$, was constructed by adding these differences in quadrature, first normalizing each by its expected error. The error includes both reconstruction and multiple scattering uncertainties.

Muon candidates were selected by requiring $\chi_{\text{pos}} < 3$, considering only the best matched muon segment for each central track, and only the best matched central track for each muon segment. In addition, a small number of pathological cases were removed by requiring that there be not more than 20 muon segments reconstructed within 300 mrad in $\phi$ of the best-matched segment. Finally, the measured $dE/dx$ was required to be consistent with a muon, by requiring it to be greater than the value expected for a muon or less than 1.96 standard deviations below the muon expectation. This latter requirement rejected 60% of charged kaon tracks otherwise misidentified as muons, but removed only 4% of muons from $b$ and $c$ decays. The $dE/dx$ requirement was not applied to the small number of tracks which had less than 20 hits used in the $dE/dx$ measurement.

A total of 10953 hemispheres containing muon candidates were found in the data.

The efficiency of the muon identification criteria was studied with various control samples of identified particles. Muon pair events from decays of the $Z^0$ and from two-photon collisions were used to study the accuracy of the modelling of the efficiency by the Monte Carlo. The effect of nearby track activity on the identification efficiency was studied using various Monte Carlo and data samples, and found to be small. Identified charged pions from $K^0$ decays were used to measure the efficiency of the $dE/dx$ cut, and to derive a systematic error due to it.

Overall, small corrections were found to be needed to the predicted Monte Carlo efficiency, of +1.1% in the barrel part of the detector, particularly important for this analysis, and of -1.2% in the endcap part. The total relative systematic uncertainty on the efficiency as modelled by the Monte Carlo was 1.7%. There was no significant dependence of the muon identification efficiency on the event flavour.
5.3 Background Subtraction

Three types of background to the identified electrons and muons were considered: photon conversions, hadrons misidentified as electrons, and hadrons misidentified as muons.

As explained in section 5.1, most of the electrons arising from photon conversions were identified and rejected. The number of photon conversions left in the sample after the rejection was estimated from the number of rejected candidates, using the rejection efficiency and the probability of correct rejection given in the previous section. This remaining background amounts to (1.9 \pm 0.7)% of the electron signal and was subtracted from the number of tagged hemispheres.

The amount of hadronic background in the electron candidate sample was estimated from the data using the distributions of $N^e_{dE/dx}$ and $N^e_{E_{cone}/p}$. The method relies on the assumption that the distributions of the two variables for background tracks are uncorrelated. Since the variables $N^e_{dE/dx}$ and $N^e_{E_{cone}/p}$ were defined using the expected resolution of $dE/dx$ and $E_{cone}/p$, which depend on the momentum $p$ and the polar angle $|\cos \theta|$ of the track, the distributions of these variables for non-electron tracks also depend on $p$ and $|\cos \theta|$. To ensure the validity of the above assumption of no correlation, the tracks in the data were divided into small bins of $p$ and $|\cos \theta|$. In each bin, the two-dimensional distribution of $N^e_{dE/dx}$ and $N^e_{E_{cone}/p}$ was made for tracks passing the electron identification criteria except for the cuts on these two variables. The amount of hadronic background in the region selected by the electron identification criteria ($N^e_{dE/dx} > -1.25$ and $N^e_{E_{cone}/p} > -2$) was estimated from the distribution outside the region. The effect of the tail of the distribution of true electrons failing the selection cuts was taken into account. The estimated backgrounds are shown in figure 1 as hatched histograms under the signal. The background in the sample of identified electrons was estimated to be 916.9 candidates. The overall relative systematic uncertainty on this background number was estimated to be $\pm 7.2\%$.

The background in the identified muon sample comes mainly from four origins: decays-in-flight of pions and kaons, hadronic showers leaking through the absorber material, hadrons penetrating the absorber without interacting strongly, and incorrect association of tracks to muon chamber signals of unrelated origin. The amount of background in the real data was calculated in bins of $p$ and $p_t$ by multiplying the fake probability per track, measured in the Monte Carlo, by the number of charged tracks in the data. This procedure avoids relying on the Monte Carlo simulation to predict the $p$ and $p_t$ distribution of the tracks. In addition, an overall multiplicative correction factor of 1.13 was applied to the total predicted background, derived by comparing the Monte Carlo prediction of the muon fake rate with several background control samples. These samples included $K^0$ decays to $\pi^+\pi^-$, three-prong $\tau$ decays, and samples of tracks that failed to pass one or more of the muon identification criteria. The estimated background in the selected muon sample was 1289.8 candidates. The overall relative uncertainty on the muon background level was estimated from these tests to be $\pm 9\%$.

Lepton backgrounds were subtracted not only from the number of tagged hemispheres, but also from the number of double-tagged events, as follows. For photon conversions and muon backgrounds, the same methods explained above were applied to tracks in hemispheres opposite to tagged hemispheres. For electron candidates, however, statistics did not allow this procedure to give a useful estimate of the background contamination in double-tagged events. The fake probability per track obtained for all events was therefore used instead to estimate the background in the double-tagged events. The fake probability was calculated in bins of $p$ and $p_t$ as the number of estimated background tracks divided by the number of tracks failing the electron identification only because of the $N^e_{dE/dx}$ requirement. The number of tracks similarly failing just the $N^e_{dE/dx}$ cut in the hemisphere opposite each tagged hemisphere was multiplied by this fake probability, giving the estimate of the background in the double-tagged events. The Monte Carlo simulation predicted a $(5.0 \pm 4.3\%)$ higher fake probability in $b\overline{b}$ events than the average of the five flavours, where the error is due to the Monte Carlo statistics. Considering this as a systematic uncertainty, an additional systematic error of $\pm 5.0\%$ was
applied to the estimate of the contribution of the electron background to the number of double-tagged events. The probability of an event having two background leptons, one in each hemisphere, was estimated to be about $4 \times 10^{-6}$ and was neglected.

6 Vertex Tagging

Hadronic $Z^0$ decays into bottom quarks can be enriched by taking advantage of the relatively long ($\sim 1.5 \text{ps}$) lifetimes of bottom hadrons. In this analysis, the detection of secondary vertices significantly separated from the primary vertex was adopted to exploit this long lifetime. As the double tagging technique enables us to derive the tagging efficiency for $b\bar{b}$ events from the data, the measurement does not depend on the knowledge of the bottom hadron lifetimes and decay multiplicities and the $b$ quark fragmentation, and is also relatively insensitive to the uncertainty in the tracking resolution of the detector. In addition, an extension of the double tagging method, the *folded double tagging method*, is introduced to reduce further the effect of uncertainty in the charged track resolution.

6.1 Vertex Reconstruction

The primary vertex for each event was reconstructed using a $\chi^2$ minimisation method which also incorporated the average beam spot position derived from the data as a constraint in the vertex fit. The beam spot position itself was used for events failing the primary vertex finding, amounting to about 0.1% of the total number of events.

Charged tracks used for secondary vertex reconstruction were required to have a momentum greater than 500 MeV/c. In addition, the impact parameter relative to the reconstructed primary vertex was required to satisfy $|d_0| < 0.3 \text{cm}$, and its error $\sigma_{d_0} < 0.1 \text{cm}$. This mainly removes poorly measured tracks and, for example, tracks from $K^0$ or $\Lambda^0$ decays.

Secondary vertex finding was carried out separately for each reconstructed jet in an event. In a first iteration, all the charged tracks in a given jet were fitted to a common vertex point in the $x$-$y$ plane. If one or more charged tracks contributed $\Delta \chi^2 > 4$ to the overall $\chi^2$ for the secondary vertex fit, then the track with the largest $\Delta \chi^2$ was removed and the fit repeated. This process was continued until all tracks contributed $\Delta \chi^2 < 4$ or until fewer than four charged tracks remained, in which case the secondary vertex reconstruction failed for this particular jet.

For each reconstructed secondary vertex, the vertex decay length $L$ was defined as the distance of the secondary vertex from the primary vertex, constrained by the direction given by the total momentum vector (in the plane transverse to the beam direction) of the tracks assigned to the secondary vertex. The total vertex momentum vector was also used to determine the sign of the decay length; $L > 0$ if the secondary vertex was displaced from the primary vertex in the same direction as the total momentum, and $L < 0$ otherwise.

Each event hemisphere was assigned a vertex tag if it contained at least one secondary vertex with a signed decay length significance (defined as the signed decay length $L$ divided by its error $\sigma_L$) greater than a given value. The central value for the $L/\sigma_L$ cut ($L/\sigma_L > 8$) was chosen in order to minimise the total error on the measurement of $\Gamma_{b\bar{b}}/\Gamma_{\text{had}}$.

Figure 2 shows the inclusive $L/\sigma_L$ distribution for secondary vertices reconstructed in the data and Monte Carlo event samples. Vertices with large positive values of $L/\sigma_L$ are dominantly produced by $b\bar{b}$ events. The Monte Carlo lies significantly below the data in this region, but this difference can be due to assumptions in the Monte Carlo about the underlying $b$ quark physics, in particular the average bottom hadron lifetime used in the event generation and the average charged multiplicity of
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bottom hadron decays. In any case, differences between data and Monte Carlo in this region do not affect the double tagging analysis since the $b$ quark tagging efficiency is measured from the data.

Differences between data and Monte Carlo are also seen in the region around $L/\sigma_L = 0$ and in the backward half ($L/\sigma_L < 0$) of the decay length distribution. These differences are due largely to an over-optimistic simulation of the detector resolution and hit-association probabilities for charged tracks. Additional smearing was therefore applied to the Monte Carlo events in order to improve the agreement between data and Monte Carlo. The smearing method used applied a single multiplicative smearing factor, $\beta$, to the difference between the reconstructed and true track impact parameters and $\phi$ angle measurements. The distributions of $L/\sigma_L$ in the Monte Carlo samples smeared using $\beta = 1.2$ and $1.4$ are shown in figures 2(a) and 2(b) respectively. The distribution with $\beta = 1.2$ is slightly narrower than that for the real data, while $\beta = 1.4$ is slightly broader. The backward half ($L/\sigma_L < 0$) of the distribution is dominated by the effects of detector resolution, and resolution effects in the region of interest, $L/\sigma_L > 8$, can be studied by examining the corresponding backward region $L/\sigma_L < -8$. A central value $\beta = 1.4$ was used for this analysis because of the better agreement with the data in this region, while the change in the measured value of $\Gamma_{\bar{b}b}/\Gamma_{\text{had}}$ using $\beta = 1.2$ and $\beta = 1.4$ (i.e., a 20% variation in detector resolution) was used to estimate the systematic error. More precisely, the larger of either the full difference between $\beta = 1.4$ and 1.2 or the statistical error of the difference was taken as the systematic error due to the detector resolution.

6.2 Folded Double Tagging

The decay length significance $L/\sigma_L$ is an inherently symmetric variable: its distribution should be symmetric about $L/\sigma_L = 0$ if there are no particles with detectable lifetime. The backward half ($L/\sigma_L < 0$) of the decay length distribution can be used to control the systematic uncertainty of the vertex tagging efficiency coming from the understanding of the detector resolution. In order to do this, not only a forward vertex tag such as $L/\sigma_L > 8$ was considered, but also the corresponding backward tag $L/\sigma_L < -8$. For light quark events, any change in the detector resolution is expected to increase or decrease the fractions of forward and backward tags by similar amounts, but their difference will be relatively insensitive to such a change.

Five quantities are counted in the data after dividing the events into hemispheres:

- $N_v$ the number of forward tagged hemispheres,
- $N_\tau$ the number of backward tagged hemispheres,
- $N_{vv}$ the number of events for which both hemispheres receive a forward tag,
- $N_{v\tau}$ the number of events for which both hemispheres receive a backward tag,
- $N_{\tau\tau}$ the number of events for which one hemisphere receives a forward tag and the other a backward tag.

Assuming no correlations between the forward and backward tagging probabilities for the two hemispheres in a multihadron event, we have:

$$N_v = 2N_{\text{had}} \left\{ \frac{\varepsilon_b \frac{1}{\Gamma_{\text{had}}}}{\Gamma_{\text{had}}} + \frac{\varepsilon_c \frac{1}{\Gamma_{\text{had}}}}{\Gamma_{\text{had}}} + \frac{\varepsilon_{uds} \Gamma_{\text{eff}} + \Gamma_{\text{b}} + \Gamma_{\tau}}{\Gamma_{\text{had}}} \right\}, \quad (6)$$

$$N_\tau = 2N_{\text{had}} \left\{ \frac{\varepsilon_\tau \frac{1}{\Gamma_{\text{had}}}}{\Gamma_{\text{had}}} + \frac{\varepsilon_v \frac{1}{\Gamma_{\text{had}}}}{\Gamma_{\text{had}}} + \frac{\varepsilon_{uds} \Gamma_{\text{eff}} + \Gamma_{\text{b}} + \Gamma_{\tau}}{\Gamma_{\text{had}}} \right\}, \quad (7)$$
\[
N_{vv} = N_{\text{had}} \left\{ (e^b)^2 \frac{\Gamma_{b\bar{b}}}{\Gamma_{\text{had}}} + (e^c)^2 \frac{\Gamma_{c\bar{c}}}{\Gamma_{\text{had}}} + (e^\text{uds})^2 \frac{\Gamma_{\text{uds}} + \Gamma_{d\bar{d}} + \Gamma_{s\bar{s}}}{\Gamma_{\text{had}}} \right\}, \tag{8}
\]
\[
N_{v\bar{v}} = N_{\text{had}} \left\{ (e^b)^2 \frac{\Gamma_{b\bar{b}}}{\Gamma_{\text{had}}} + (e^c)^2 \frac{\Gamma_{c\bar{c}}}{\Gamma_{\text{had}}} + (e^\text{uds})^2 \frac{\Gamma_{\text{uds}} + \Gamma_{d\bar{d}} + \Gamma_{s\bar{s}}}{\Gamma_{\text{had}}} \right\}, \tag{9}
\]
\[
N_{v\tau} = 2N_{\text{had}} \left\{ (e^bu^b) \frac{\Gamma_{b\bar{b}}}{\Gamma_{\text{had}}} + (e^c) \frac{\Gamma_{c\bar{c}}}{\Gamma_{\text{had}}} + (e^\text{uds}) \frac{\Gamma_{\text{uds}} + \Gamma_{d\bar{d}} + \Gamma_{s\bar{s}}}{\Gamma_{\text{had}}} \right\}, \tag{10}
\]

where \(e^b\), \(e^c\) and \(e^\text{uds}\) are the probabilities of obtaining a forward vertex tag in a hemisphere in \(b\bar{b}\), \(c\bar{c}\) and other light quark events respectively, and \(e^b\), \(e^c\) and \(e^\text{uds}\) are the corresponding probabilities for a backward vertex tag. Equations (6) to (10) can be combined to give the folded double tagging equations:
\[
N_{v} - N_{\tau} = 2N_{\text{had}} \left\{ (e^b - e^b) \frac{\Gamma_{b\bar{b}}}{\Gamma_{\text{had}}} + (e^c - e^c) \frac{\Gamma_{c\bar{c}}}{\Gamma_{\text{had}}} + (e^\text{uds} - e^\text{uds}) \frac{\Gamma_{\text{uds}} + \Gamma_{d\bar{d}} + \Gamma_{s\bar{s}}}{\Gamma_{\text{had}}} \right\}, \tag{11}
\]
\[
N_{vv} - N_{v\tau} + N_{\tau\tau} = N_{\text{had}} \left\{ (e^b - e^b)^2 \frac{\Gamma_{b\bar{b}}}{\Gamma_{\text{had}}} + (e^c - e^c)^2 \frac{\Gamma_{c\bar{c}}}{\Gamma_{\text{had}}} + (e^\text{uds} - e^\text{uds})^2 \frac{\Gamma_{\text{uds}} + \Gamma_{d\bar{d}} + \Gamma_{s\bar{s}}}{\Gamma_{\text{had}}} \right\}. \tag{12}
\]

These equations have the same form as equations (1) and (2) with the substitutions:
\[
N_t \rightarrow N_v - N_{\tau}, \tag{13}
\]
\[
N_{tt} \rightarrow N_{vv} - N_{v\tau} + N_{\tau\tau}, \tag{14}
\]
\[
e^b \rightarrow e^b - e^b \tag{15}
\]
\[
e^c \rightarrow e^c - e^c \tag{16}
\]
\[
e^\text{uds} \rightarrow e^\text{uds} - e^\text{uds} \tag{17}
\]

The folded double tagging measurement can then be carried out following a similar procedure to that given in section 2, except that now equations (11) and (12) are solved for the two unknowns \((e^b - e^b)\) and \(\Gamma_{b\bar{b}}/\Gamma_{\text{had}}\). In place of the light flavour tagging efficiencies \(e^c\) and \(e^\text{uds}\), the differences of the forward and backward tagging probabilities \((e^c - e^c)\) and \((e^\text{uds} - e^\text{uds})\) need to be estimated from Monte Carlo simulation. This results in a measurement more robust against the uncertainty in the detector resolution. We note that, in practice, the backward efficiency for \(b\bar{b}\) events, \(e^b\), is much smaller than the forward efficiency \(e^b\) so that \((e^b - e^b)\) is nearly equal to \(e^b\).

7 Efficiency Correlation

As mentioned in section 2, the double-tagging method used in this measurement relies on the assumption that the probabilities of the two hemispheres of an event being tagged are correlated only through the flavour of the initial quark pair. This assumption, expressed inherently in equations (1) and (2), is not perfectly correct for three reasons: the existence of kinematical correlations due to final state radiation, of geometrical correlations due to detector non-uniformities, and of correlations coming from the determination of the primary vertex. The effect of the tagging efficiency correlation for \(b\bar{b}\) events can be introduced into equation (2) by replacing the \((e^b)^2\) with \(C(e^b)^2\), where the multiplicative parameter \(C\) should be close to unity. The approximate solution given in equation (3) then becomes
\[
\frac{\Gamma_{b\bar{b}}}{\Gamma_{\text{had}}} \approx \frac{CN_t^2}{4N_{tt}N_{\text{had}}}, \tag{18}
\]
i.e., the result should be multiplied by \(C\) to take the efficiency correlation into account. The different contributions to \(C\) are discussed below.
A hadronic decay of a Z° may have one or more gluons carrying a substantial amount of energy. In such an event, there is less energy available for the primary quark pair than in a simple two-jet event, thus resulting in a smaller chance of being tagged by high momentum leptons or by vertices. In addition, the thrust axis may not represent well the directions of the primary quarks due to the presence of the hard gluon jets. The JETSET Monte Carlo predicts that 1.43% of b\bar{b} events passing the event selection have both bottom hadrons in one thrust hemisphere. These events represent 0.89% of all tagged hemispheres, due to the lower tagging efficiency of such events. As these events do not contribute to the double-tagging event sample, they decrease the double-tagging efficiency by 1.43% and the single-tagging efficiency by (1.43 − 0.89)%. The correlation C is given by dividing the double-tagging efficiency by the single-tagging efficiency squared, and is approximately \( C = 0.9965 \pm 0.0019 \), where the error is due to Monte Carlo statistics.

After removing the same-hemisphere events, the Monte Carlo predicted the momenta of the two bottom hadrons still to be correlated with each other. The size of the correlation can be characterized by

\[
\frac{\langle \vec{p}_B \cdot \vec{p}_\bar{B} \rangle}{\langle \vec{p}_B \rangle \langle \vec{p}_\bar{B} \rangle} = 1.0087,
\]

where \( \vec{p}_B \) and \( \vec{p}_\bar{B} \) are the momenta of bottom hadrons containing \( \bar{b} \) and \( b \) quarks respectively. Using the tagging efficiency \( \epsilon^b \) obtained from the Monte Carlo as a function of the bottom hadron momentum, the momentum correlation was translated to an efficiency correlation as

\[
C = \frac{\langle \epsilon^b(\vec{p}_B)\epsilon^b(\vec{p}_\bar{B}) \rangle}{\langle \epsilon^b(\vec{p}_B) \rangle \langle \epsilon^b(\vec{p}_\bar{B}) \rangle} = 1.0043 \pm 0.0002,
\]

where the error is due to Monte Carlo statistics. Small inaccuracies in the modelling of the tagging efficiency are expected to have little effect on this estimate, because only the momentum dependence is relevant.

Combining the effects of same-hemisphere events and the bottom hadron momentum correlation, the overall correlation caused by gluon emission was estimated to be \( C = 1.0008 \pm 0.0019 \) where the error is due to Monte Carlo statistics. The systematic uncertainty on the correlation measurement was studied by generating Monte Carlo samples with different values of the \( b \)-quark fragmentation parameter \( f_B \) and the \( \Lambda_{QCD} \) parameter, and using the JETSET matrix element event generator in place of the parton shower generator. The largest difference, \(-0.0024\), was observed when the matrix element event generator was used, and was taken as the systematic error. The effects of the other parameters were found to be negligible.

The two bottom hadrons in a b\bar{b} event are likely to be produced back-to-back. Their decay products are therefore likely to strike geometrically opposite parts of the detector. This introduces an efficiency correlation if the efficiency of the detector is not completely uniform. This correlation can be estimated by measuring the hemisphere tagging probability in the real data as a function of the thrust axis direction as

\[
C = \frac{4f^+((\theta, \phi)f^-((\theta, \phi))}{\langle f^+((\theta, \phi) + f^-((\theta, \phi)) \rangle^2}, \tag{19}
\]

where \( f^+ \) and \( f^- \) are the fraction of tagged hemispheres in the \(+z\) and \(-z\) directions respectively, and the average is taken over the full solid angle acceptance. The actual estimation was carried out in small bins of \(|\cos \theta|\) and \(\phi\) and the effect of statistical fluctuation of the measurement of \( f \) was assessed by a Monte Carlo technique. The correlation \( C \) was estimated to be \( 1.0051 \pm 0.0009 \), where the error is statistical.

The vertex tag requires knowledge of the primary vertex position, which is shared by both hemispheres. Since the primary vertex was determined event by event, based on the fit of the tracks in the whole event, this can also cause an efficiency correlation between the hemispheres. The effect of this
correlation was studied by analysing the Monte Carlo simulated data using the true primary vertex position in place of the measured one. The observed change in the measured value of $T_{b\bar{b}}/T_{\text{had}}$ using only vertex tags was $+0.09\%$. The corresponding change in the combined result, $+0.06\%$, was taken as the systematic error.

Overall, the efficiency correlation parameter $C$ for $b\bar{b}$ events was estimated to be $1.0059 \pm 0.0032$. A similar efficiency correlation is also expected for light quark events. Such a correlation has a negligible effect on the measurement, however.

8 Result

The numbers of tagged hemispheres and double-tagged events found in the 746839 events of hadronic $Z^0$ decays are listed in table 1. The data samples collected in 1992 and 1993 were analysed independently because the upgrade of the silicon microvertex detector was expected to result in slightly different tagging efficiencies. The symbols $N_i$ denote the numbers of hemispheres tagged by $i$, where

$$i = \begin{cases} 
\ell & \text{for either electrons or muons}, \\
v & \text{for forward vertices}, \\
v & \text{for backward vertices}, \\
a & \text{for either leptons or forward vertices}.
\end{cases}$$

The symbols $N_{ij}$ denote the numbers of double-tagged events with one hemisphere tagged by $i$ and the other by $j$. The backgrounds to the identified leptons, discussed in section 5.3, were subtracted from the totals before solving for $T_{b\bar{b}}/T_{\text{had}}$ and $\varepsilon^b$ because they were determined inclusively for the lepton-tagged samples. Incorrectly reconstructed vertices, on the other hand, are instead included in $\varepsilon^c$ and $\varepsilon^{uds}$, since they are estimated from Monte Carlo separately for the different event flavours.

The hemisphere tagging probabilities for light quark events, estimated using Monte Carlo events, are given in per cent in table 2. In combining the lepton and vertex tags, each tagged hemisphere was counted only once even if it was tagged by more than one type of tag. In principle, the tagging efficiencies for light quark events were therefore slightly smaller than the sum of the lepton and vertex-tagging efficiencies for those events. This affected the final result by less than $0.1\%$, however, and was neglected. It is irrelevant for $b$ quark events, since the tagging efficiency was determined directly from the data.

<table>
<thead>
<tr>
<th>Number of events</th>
<th>$N_{\text{had}}$</th>
<th>1992</th>
<th>1993</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tagged hemispheres</td>
<td>$N_{\ell}$</td>
<td>8455.2</td>
<td>9755.9</td>
</tr>
<tr>
<td></td>
<td>$N_v - N_{\ell}$</td>
<td>29488</td>
<td>33874</td>
</tr>
<tr>
<td></td>
<td>$N_a - N_{\ell}$</td>
<td>36561.2</td>
<td>42979.9</td>
</tr>
<tr>
<td>Double-tagged events</td>
<td>$N_{\ell\ell}$</td>
<td>186.6</td>
<td>246.9</td>
</tr>
<tr>
<td></td>
<td>$N_{vv} - N_{v\ell} + N_{\ell v}$</td>
<td>2645</td>
<td>2994</td>
</tr>
<tr>
<td></td>
<td>$N_{\ell v} - N_{v\ell}$</td>
<td>1486.6</td>
<td>1738.5</td>
</tr>
<tr>
<td></td>
<td>$N_{aa} - N_{a\ell} + N_{\ell a}$</td>
<td>4018.2</td>
<td>4608.5</td>
</tr>
</tbody>
</table>

Table 1: Numbers of tagged hemispheres and double-tagged events in each year of the data. Background in the lepton samples has been subtracted. The numbers of hemispheres tagged by leptons, $N_{\ell}$, is slightly smaller than the sum of those tagged by electrons and muons given in section 5 because hemispheres containing both electrons and muons were counted only once.
The precision of measurements at LEP would result in a variation of the measured value of $\epsilon$ was obtained, where the first error is statistical and the second includes all systematic errors except for the uncertainty from $\Gamma_{\text{bF}}/\Gamma_{\text{had}}$. The effect of this uncertainty can be expressed as an explicit dependence on $\Gamma_{\text{bF}}/\Gamma_{\text{had}}$: 

$$\Delta\Gamma_{\text{bF}}/\Gamma_{\text{had}} \approx -0.086 \Delta\Gamma_{\text{cF}}/\Gamma_{\text{had}},$$

where $\Delta\Gamma_{\text{cF}}/\Gamma_{\text{had}}$ is the deviation of $\Gamma_{\text{cF}}/\Gamma_{\text{had}}$ from the value of 0.171 predicted by the Standard Model and used in this analysis. A fractional variation of $\Delta\Gamma_{\text{cF}}/\Gamma_{\text{had}}$ of ±8%, corresponding to the present precision of measurements at LEP, would result in a variation of ±0.0015 in $\Gamma_{\text{bF}}/\Gamma_{\text{had}}$. The systematic errors on the measured value of $\Gamma_{\text{bF}}/\Gamma_{\text{had}}$ are summarised in Table 4. The error due to Monte Carlo statistics includes those due to the estimation of the tagging probabilities for light quark events and of the muon fake rate.

Table 2: Percentage hemisphere tagging probabilities for light quark events in each year of the data. Errors are due to Monte Carlo statistics.

<table>
<thead>
<tr>
<th>Tag</th>
<th>1992</th>
<th>1993</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon$</td>
<td>0.363 ± 0.013</td>
<td>0.358 ± 0.012</td>
<td>0.360 ± 0.012</td>
</tr>
<tr>
<td>$\nu - \bar{\nu}$</td>
<td>1.060 ± 0.027</td>
<td>0.982 ± 0.028</td>
<td>1.000 ± 0.028</td>
</tr>
<tr>
<td>$\alpha - \bar{\alpha}$</td>
<td>1.364 ± 0.029</td>
<td>1.340 ± 0.030</td>
<td>1.357 ± 0.030</td>
</tr>
</tbody>
</table>

Table 3: Values of $\Gamma_{\text{bF}}/\Gamma_{\text{had}}$ and $\epsilon^b$ after correlation correction. The efficiencies marked 'mixed' were obtained from the mixed-tagged events. Errors are only statistical.
<table>
<thead>
<tr>
<th>Source</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electron detection efficiency</td>
<td>±0.00012</td>
</tr>
<tr>
<td>Muon detection efficiency</td>
<td>±0.00005</td>
</tr>
<tr>
<td>Photon conversion</td>
<td>±0.00027</td>
</tr>
<tr>
<td>Hadronic bg. in electron ID</td>
<td>±0.00027</td>
</tr>
<tr>
<td>Hadronic bg. in muon ID</td>
<td>±0.00041</td>
</tr>
<tr>
<td>Tracking resolution</td>
<td>±0.00071</td>
</tr>
<tr>
<td>c quark fragmentation</td>
<td>±0.00072</td>
</tr>
<tr>
<td>Charmed hadron fractions</td>
<td>±0.00089</td>
</tr>
<tr>
<td>Charmed hadron lifetimes</td>
<td>±0.00040</td>
</tr>
<tr>
<td>Branching fraction $B(c \to \ell)$</td>
<td>±0.00028</td>
</tr>
<tr>
<td>Charm decay modelling</td>
<td>±0.00024</td>
</tr>
<tr>
<td>Charm decay charged multiplicity</td>
<td>±0.00073</td>
</tr>
<tr>
<td>Branching fraction $B(D \to K^0)$</td>
<td>±0.00057</td>
</tr>
<tr>
<td>$b/c$ quark production in $ut$, $dd$, $s\bar{s}$ events</td>
<td>±0.00048</td>
</tr>
<tr>
<td>Inclusive $K^0$ production</td>
<td>±0.00028</td>
</tr>
<tr>
<td>Inclusive hyperon production</td>
<td>±0.00017</td>
</tr>
<tr>
<td>Efficiency correlation</td>
<td>±0.00069</td>
</tr>
<tr>
<td>Event Selection</td>
<td>±0.00025</td>
</tr>
<tr>
<td>Monte Carlo statistics</td>
<td>±0.00049</td>
</tr>
<tr>
<td>Total</td>
<td>±0.00210</td>
</tr>
</tbody>
</table>

Table 4: Systematic errors on the measured value of $\Gamma_{b\bar{b}}/\Gamma_{\text{had}}$.

The transverse momentum cuts for electrons and muons and the decay length significance cuts were varied within $\pm 0.2$ GeV/$c$ and $\pm 2$ respectively. The values of $\Gamma_{b\bar{b}}/\Gamma_{\text{had}}$ obtained using different cuts are shown in figure 3. The changes in the result are consistent with the expected fluctuations due to the independent part of the data statistics.

An independent measurement of $\Gamma_{b\bar{b}}/\Gamma_{\text{had}}$ using single and double lepton tagged events was performed over an extended $\cos \theta$ range and with lower $p$ and $p_t$ cuts. No restrictions on the thrust value or thrust axis direction were imposed, and the lepton identification requirements were modified. In particular, the electron selection was extended beyond $|\cos \theta| = 0.715$ using variables described in previous publications [28]. Extending the acceptance in this way improved the precision of the lepton-only analysis, at the expense of increased efficiency correlations. These were estimated using Monte Carlo simulation for the main geometrical and kinematic correlations, and data for the details of the lepton identification. The results obtained were consistent with those presented here.

The measured value of $\Gamma_{b\bar{b}}/\Gamma_{\text{had}}$ presented here is calculated from the ratio of cross sections $\sigma(e^+e^- \to b\bar{b})/\sigma(e^+e^- \to \text{hadrons})$, overwhelmingly dominated by $Z^0$ decays. The effects of photon exchange are predicted by ZFITTER [2] to reduce the measured ratio by 0.0003 compared with that expected from pure $Z^0$ exchange. This effect has been neglected in this paper.

A substantial fraction of the data collected in 1993 was taken at centre-of-mass energies $E_{cm}$ above or below the peak of the $Z^0$ resonance. Of the total of 403,108 events, 49,208 events were recorded at $E_{cm} = 89.45$ GeV, and 71,024 events at 93.04 GeV. These off-peak data are expected to have almost the same $b\bar{b}$ fraction, as the hadronic cross sections at these energies are still dominated by $Z^0$ decays. The off-peak data were therefore analysed together with the 1993 on-peak data as a single sample. Figure 4 compares the values of $\Gamma_{b\bar{b}}/\Gamma_{\text{had}}$ obtained by analysing the on-peak and off-peak data separately. The expected $E_{cm}$ dependence of the $b\bar{b}$ fraction in the hadronic cross section, calculated
using the ZFITTER program [2], is also shown. The results are consistent within the statistical errors.

The reproducibility of the method was checked by analysing the Monte Carlo events that were used in the estimation of the light quark efficiencies and the muon background. The sample contained 573767 events passing the event selection, of which 124 604 were b\bar{b} events. The analysis gave a result of \( \Gamma_{\ell\ell}/\Gamma_{\text{had}} = 0.2181 \pm 0.0027 \) where the error is statistical. The result has been corrected for the tagging efficiency correlation between hemispheres. The result is consistent with the input value 0.2172 \pm 0.0005. The measured tagging efficiency \( \varepsilon^b = 0.2124 \pm 0.0025 \) is also consistent with the true efficiency 0.2143 \pm 0.0010. The efficiency in the Monte Carlo sample is significantly lower than that in the data because of the short bottom hadron lifetime (1.4 ps) and low bottom hadron mean charged decay multiplicity used in the simulation.

The result presented here is consistent with, and significantly more precise than, previously published OPAL measurements of \( \Gamma_{\ell\ell}/\Gamma_{\text{had}} \) [26, 27, 29, 30] based on earlier data. Making reasonable assumptions about error correlations, the present analysis would carry a 93% weight if averaged with these earlier results. However, the treatment of systematic errors has been refined since those publications, making it difficult to combine them correctly with the new measurement. The result of the present analysis therefore supersedes the previous OPAL measurements.

9 Summary and Conclusion

The fraction of \( Z^0 \rightarrow b\bar{b} \) events in hadronic \( Z^0 \) decays was measured using the data collected by OPAL in 1992 and 1993, giving a result of

\[
\frac{\Gamma_{b\bar{b}}}{\Gamma_{\text{had}}} = 0.2171 \pm 0.0021 \pm 0.0021
\]

where the first error is statistical and the second systematic. The systematic error does not include the effects of the uncertainty in \( \Gamma_{c\bar{c}}/\Gamma_{\text{had}} \). The result depends on \( \Gamma_{c\bar{c}}/\Gamma_{\text{had}} \) as follows:

\[
\frac{\Delta \Gamma_{b\bar{b}}/\Gamma_{\text{had}}}{\Gamma_{b\bar{b}}/\Gamma_{\text{had}}} = -0.086 \frac{\Delta \Gamma_{c\bar{c}}/\Gamma_{\text{had}}}{\Gamma_{c\bar{c}}/\Gamma_{\text{had}}},
\]

where \( \Delta \Gamma_{c\bar{c}}/\Gamma_{\text{had}} \) is the deviation of \( \Gamma_{c\bar{c}}/\Gamma_{\text{had}} \) from the value 0.171 predicted by the Standard Model. The total error excluding the \( \Gamma_{c\bar{c}}/\Gamma_{\text{had}} \) dependence is \( \pm 1.36\% \) of the measurement. The result is consistent with other recently published measurements of \( \Gamma_{b\bar{b}}/\Gamma_{\text{had}} \) made by the LEP Collaborations [31, 32] and at the SLC [33]. The result is slightly lower than the most precise previously published measurement, from ALEPH [31], of 0.2193 \pm 0.0029 for \( \Gamma_{c\bar{c}}/\Gamma_{\text{had}} = 0.171 \), and is of a similar precision.

The measured value of \( \Gamma_{b\bar{b}}/\Gamma_{\text{had}} \) is compared with the Standard Model prediction, obtained using the ZFITTER program [2], in figure 5. The value of \( \Gamma_{c\bar{c}}/\Gamma_{\text{had}} \) predicted by the Standard Model is also shown for comparison. The result is consistent within one standard deviation with the Standard Model prediction for top quark masses smaller than 189 GeV/c\(^2\).
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Figure 1: Distributions of $N_{dE/dx}$ (left column) and $N_{E_{miss}/p}$ (right column) for three momentum ranges of tracks passing all other electron identification selection cuts. Shaded histograms indicate background estimated using anti-cut samples with $-7 < N_{E_{miss}/p} < -3$ (left column) or with $-3 < N_{dE/dx} < -2$ (right column).
Figure 2: Comparison of $L/\sigma_L$ distributions from data (points with error bars) and Monte Carlo (full histograms). As discussed in the text, the most important region of the plot for this analysis is for backward decay length significances around the backward tag cut. Dotted histograms indicate contributions from light flavour events. Smearing has been applied to the Monte Carlo events as described in the text with smearing factors (a) $\beta = 1.2$ and (b) $\beta = 1.4$. The average bottom hadron lifetime and mean bottom hadron charged decay multiplicity have been adjusted to OPAL measured values [34, 35] for this plot.
(b) $\beta = 1.4$

Decay Length Significance $L/\sigma_L$
Figure 3: Values of $\Gamma_{b\bar{b}}/\Gamma_{\text{had}}$ obtained using different cuts on the lepton transverse momentum $p_t$ and the decay length significance $L/\sigma_L$. The results have been corrected for hemisphere tagging efficiency correlation. Dashed lines indicate the central value and its statistical error. Error bars are the statistical errors on the differences from the central result.
Figure 4: Values of $\Gamma_{bb}/\Gamma_{\text{had}}$ obtained from data samples taken at different centre-of-mass energies $E_{\text{cm}}$. Errors are statistical. Points for 1992 and 1993 on-peak data are slightly shifted in $E_{\text{cm}}$. Dashed lines indicate the Standard Model prediction of the ratio $\sigma(e^+e^- \rightarrow b\bar{b})/\sigma(e^+e^- \rightarrow \text{hadrons})$ obtained using the ZFITTER program for top quark masses of 90, 170 and 250 GeV/$c^2$, respectively from upper to lower. A value of $m_{\text{Higgs}} = 300$ GeV/$c^2$ is assumed.
Figure 5: Comparison between the measured value of $\Gamma_{b\bar{b}}/\Gamma_{\text{had}}$ and the Standard Model prediction obtained using the ZFITTER program. The hatched area shows the plus-or-minus one standard deviation range of this measurement. Curves indicate the predicted values of $\Gamma_{b\bar{b}}/\Gamma_{\text{had}}$ (left) and $\Gamma_{d\bar{d}}/\Gamma_{\text{had}}$ (right) as functions of the top quark mass $m_{\text{top}}$. The widths of the curves represent the uncertainty due to Higgs particle masses in the range 60–1000 GeV/c$^2$. 
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