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Abstract

A measurement of \( \frac{\Gamma_{b\bar{b}}}{\Gamma_{\text{had}}} \equiv \frac{\Gamma(Z^0 \rightarrow b\bar{b})}{\Gamma(Z^0 \rightarrow \text{hadrons})} \) is presented using a “mixed tag” method involving the identification of \( Z^0 \rightarrow b\bar{b} \) events by two different techniques. The first uses the large impact parameter of tracks emerging from the decay of b-flavoured hadrons and the second their semi-leptonic decay. The identification efficiencies are measured from the data using all possible combinations of the two tags in opposite hemispheres. The method is therefore insensitive to Monte Carlo modelling of bottom quark production and of b-flavoured hadron production and decay properties, and depends only weakly on the simulation of the detector. The data sample collected by OPAL at LEP in 1990 and 1991 is considered. The result is:

\[
\frac{\Gamma_{b\bar{b}}}{\Gamma_{\text{had}}} = 0.218 \pm 0.006 \text{ (stat)} \pm 0.007 \text{ (syst)} \pm 0.007 \left( \frac{\Gamma_{c\bar{c}}}{\Gamma_{\text{had}}} \right),
\]

where the systematic uncertainty due to the charm quark partial width has been separated from the other systematic uncertainties. Combination with previous OPAL measurements gives:

\[
\frac{\Gamma_{b\bar{b}}}{\Gamma_{\text{had}}} = 0.220 \pm 0.004 \text{ (stat)} \pm 0.006 \text{ (syst)} \pm 0.006 \left( \frac{\Gamma_{c\bar{c}}}{\Gamma_{\text{had}}} \right).
\]
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1 Introduction

A precise measurement of the partial width for the decay $Z^0 \rightarrow b\bar{b}$ would provide a stringent test of the Standard Model [1] and some possible extensions [2]. Measurements that have been performed to date make use of semi-leptonic b quark decays [3, 4, 5] and impact parameter distributions of tracks from $b$-flavoured hadron decay [6, 7]. Differences in event shapes between $Z^0 \rightarrow b\bar{b}$ and $Z^0$ decays into other quarks [8] can also be used, although the accuracy of this technique is limited by uncertainties in the modelling of hadronisation. The $Z^0$ partial decay width into $b$ quarks, $\Gamma_{bZ^0}$, is measured by selecting hadronic $Z^0$ decays and determining the fraction of decays into $b\bar{b}$ pairs in the selected sample, $\Gamma_{bZ^0}/\Gamma_{had} \equiv \frac{\Gamma(Z^0 \rightarrow b\bar{b})}{\Gamma(Z^0 \rightarrow \text{hadrons})}$. This paper describes a new method of measuring the fraction of $Z^0$ decays into $b\bar{b}$ pairs in the hadronic event sample.

In the “mixed tag” method each event is divided into two hemispheres by the plane perpendicular to the thrust axis. The presence of a $b$ quark in a hemisphere is tagged by either a high momentum lepton or several tracks with a large impact parameter. The fractions of hemispheres with a lepton or impact parameter tag are measured, as are the fractions of events with combinations of these tags in opposite hemispheres. The expected tagging fractions can be expressed in terms of the efficiencies of tagging individual quark flavours and the partial widths of the $Z^0$ decaying into these flavours. The resulting expressions are used to derive $\Gamma_{bZ^0}/\Gamma_{had}$, the efficiencies of correctly identifying $b$ quark hemispheres for both tagging techniques, and the impact parameter tagging efficiency for background. This procedure renders the result for $\Gamma_{bZ^0}/\Gamma_{had}$ insensitive to branching fractions, fragmentation and decay modelling for $b$ quarks and $b$-flavoured hadrons. It also allows the use of impact parameter tags that are relatively impure, but have high efficiency.

The following sections describe the OPAL detector, the selection of hadronic $Z^0$ decays, the two tagging techniques for hemispheres containing a $b$ quark, and the application of the mixed tag method to measure $\Gamma_{bZ^0}/\Gamma_{had}$. These are followed by the presentation of the result and a detailed investigation of possible systematic effects.

2 The OPAL detector

The OPAL detector has been described in detail elsewhere [9, 10]. Only a brief account of some relevant features for the present analysis is given here.

The tracking of charged particles is performed with a central detector that contains three systems of drift chambers: a precision inner vertex chamber, a large volume jet chamber and specialised chambers at the outer radius of the jet chamber which improve track position measurements in the $z$-direction. The tracking chambers are enclosed by a solenoidal magnet coil providing an axial field of 0.435 T. The average angular resolution of the combined tracking system is about 0.2 mrad in $\phi$ and better than 10 mrad in $\theta$. The OPAL central detector also includes a silicon microvertex detector ($\mu$VTX) [10], installed during the 1990-1991 LEP shutdown. This device consists of two layers of silicon microstrip detectors positioned close to the $e^+e^-$ collision point, one at a radius of 6.1 cm with an angular coverage of $|\cos \theta| < 0.83$, and one at a radius of 7.5 cm with a coverage of $|\cos \theta| < 0.77$. For tracks that are reconstructed in hadronic $Z^0$ decays in the other tracking chambers and that pass through the active silicon region, a positional resolution of about 9 $\mu$m and an efficiency of about 95% for finding at least one silicon detector hit on a track is presently achieved with this detector. For 45 GeV/c muons, the impact parameter resolution in the $r$-$\phi$ plane is 18 $\mu$m when there are $\mu$VTX hits on the track and 42 $\mu$m otherwise.

Electromagnetic energy is measured by a detector composed of lead-glass blocks located outside the magnet coil, divided into a barrel ($|\cos \theta| < 0.82$) and two endcaps ($0.81 < |\cos \theta| < 0.98$). Each block subtends approximately $40 \times 40$ mrad$^2$. The depth of material to the back of the calorimeter

---

1 The coordinate system is defined so that $z$ is the coordinate parallel to the $e^+$ and $e^-$ beam axis, $r$ is the coordinate normal to the beam axis, $\phi$ is the azimuthal angle and $\theta$ is the polar angle with respect to the $z$-axis.
is about 25 radiation lengths. The electromagnetic calorimeter has a presampler in front of it, which consists of limited streamer tubes in the barrel region and thin multiwire chambers for the endcaps. This presampler provides discrimination between electromagnetic and hadronic shower profiles.

Outside the electromagnetic calorimeter, the OPAL detector is instrumented with a hadron calorimeter, constructed from alternating layers of iron slabs and limited streamer tubes. The thickness of the material is typically eight interaction lengths. Outside the hadron calorimeter is the muon chamber system, comprised of four layers of drift chambers for the transverse momentum in the $r$-$\phi$ plane greater than 0.15 GeV/$c$, to lie in the region $|\cos \theta| < 0.94$ and to pass within 5 cm in the $r$-$\phi$ plane and 200 cm along the $z$-axis from the origin at the point of closest approach in the $r$-$\phi$ plane. In addition, they are required to have a $\chi^2$ per degree-of-freedom of less than 100 for the track fit in the $r$-$\phi$ plane and to have a reconstructed momentum of less than 65 GeV/$c$. Events are accepted only if they have seven or more charged tracks passing these criteria. The analysis uses reconstructed clusters of energy, i.e. groups of contiguous lead glass blocks which contain at least 0.1 GeV if they are in the barrel region or contain at least 0.2 GeV and consist of at least two lead glass blocks if they are in the endcap region. A cluster is associated with a charged track if the extrapolated track coordinates at the entrance of the calorimeter match the cluster centroid position to within 80 mrad in $\phi$ and 150 mrad in $\theta$ if the cluster is in the barrel, or 50 mrad in both $\phi$ and $\theta$ if it is in the endcap.

The analysis uses samples of hadronic events collected in 1990 and 1991. These events were produced at centre-of-mass energies ranging between 88.2 GeV and 94.2 GeV. Most of the integrated luminosity was acquired at the $Z^0$ peak and the distribution of the events over this range of energies has a negligible effect on the fraction of $b\bar{b}$ events in the sample. The 1991 data sample is divided into those events for which the $\mu$VTX was not yet operational and those for which $\mu$VTX information is added to the track fits. A total of 139452, 91370 and 241526 hadronic $Z^0$ decays are obtained for further analysis in the 1990, 1991 without $\mu$VTX, and 1991 with $\mu$VTX data samples, corresponding to a total integrated luminosity of 21 fb$^{-1}$.

All track parameters are evaluated with respect to the primary event vertex. The primary vertex is fitted separately in each event and the average beam spot position [14] is used as a constraint. The beam spot size is determined to be 150 $\mu$m in the $x$ and 8 $\mu$m in the $y$ direction. The resolution on the fitted primary vertex is typically 60 $\mu$m along the $x$-axis and 10 $\mu$m along the $y$-axis.

Tracks are clustered into jets using the JADE jet-finding algorithm [15]. Charged tracks and unassociated electromagnetic energy clusters passing the selection criteria described above are used in the E0 scheme of the jet-finder. A minimum invariant mass squared threshold of $x_{min} = 49 \text{ (GeV/c}^2)^2$ is used.

Events are split into two hemispheres with the plane of division perpendicular to the thrust axis. The thrust value and axis are determined with the same charged tracks and unassociated clusters as for the jet-finding described above. The mixed tag method is sensitive to non-uniform tagging efficiencies that are correlated between the two hemispheres. To reduce kinematic correlations, e.g. due to hard gluon bremsstrahlung, only events with thrust value $T > 0.8$ are retained. Geometric correlations can be reduced significantly by considering only events with $|\cos \theta_{\text{thrust}}| \leq 0.6$. The numbers of events

3 Event selection

The OPAL trigger and online event selection systems are described in [11] and [12] respectively. Hadronic events are selected offline by imposing the same requirements used to measure the hadronic width of the $Z^0$ [13]. Within the geometrical region used for the present study, the efficiency of this selection is greater than 99.6%.

Tracks and electromagnetic calorimeter clusters used in the analysis are required to pass quality cuts. Charged tracks are required to have at least 20 measured points in the jet chamber, to have a transverse momentum in the $r$-$\phi$ plane greater than 0.15 GeV/$c$, to lie in the region $|\cos \theta| < 0.94$ and to pass within 5 cm in the $r$-$\phi$ plane and 200 cm along the $z$-axis from the origin at the point of closest approach in the $r$-$\phi$ plane. In addition, they are required to have a $\chi^2$ per degree-of-freedom of less than 100 for the track fit in the $r$-$\phi$ plane and to have a reconstructed momentum of less than 65 GeV/$c$. Events are accepted only if they have seven or more charged tracks passing these criteria. The analysis uses reconstructed clusters of energy, i.e. groups of contiguous lead glass blocks which contain at least 0.1 GeV if they are in the barrel region or contain at least 0.2 GeV and consist of at least two lead glass blocks if they are in the endcap region. A cluster is associated with a charged track if the extrapolated track coordinates at the entrance of the calorimeter match the cluster centroid position to within 80 mrad in $\phi$ and 150 mrad in $\theta$ if the cluster is in the barrel, or 50 mrad in both $\phi$ and $\theta$ if it is in the endcap.

The analysis uses samples of hadronic events collected in 1990 and 1991. These events were produced at centre-of-mass energies ranging between 88.2 GeV and 94.2 GeV. Most of the integrated luminosity was acquired at the $Z^0$ peak and the distribution of the events over this range of energies has a negligible effect on the fraction of $b\bar{b}$ events in the sample. The 1991 data sample is divided into those events for which the $\mu$VTX was not yet operational and those for which $\mu$VTX information is added to the track fits. A total of 139452, 91370 and 241526 hadronic $Z^0$ decays are obtained for further analysis in the 1990, 1991 without $\mu$VTX, and 1991 with $\mu$VTX data samples, corresponding to a total integrated luminosity of 21 fb$^{-1}$.

All track parameters are evaluated with respect to the primary event vertex. The primary vertex is fitted separately in each event and the average beam spot position [14] is used as a constraint. The beam spot size is determined to be 150 $\mu$m in the $x$ and 8 $\mu$m in the $y$ direction. The resolution on the fitted primary vertex is typically 60 $\mu$m along the $x$-axis and 10 $\mu$m along the $y$-axis.

Tracks are clustered into jets using the JADE jet-finding algorithm [15]. Charged tracks and unassociated electromagnetic energy clusters passing the selection criteria described above are used in the E0 scheme of the jet-finder. A minimum invariant mass squared threshold of $x_{min} = 49 \text{ (GeV/c}^2)^2$ is used.

Events are split into two hemispheres with the plane of division perpendicular to the thrust axis. The thrust value and axis are determined with the same charged tracks and unassociated clusters as for the jet-finding described above. The mixed tag method is sensitive to non-uniform tagging efficiencies that are correlated between the two hemispheres. To reduce kinematic correlations, e.g. due to hard gluon bremsstrahlung, only events with thrust value $T > 0.8$ are retained. Geometric correlations can be reduced significantly by considering only events with $|\cos \theta_{\text{thrust}}| \leq 0.6$. The numbers of events
remaining after these requirements are respectively 67294, 43995 and 116502 for the three data sets listed above.

4 Monte Carlo simulation

The data were simulated by the JETSET Monte Carlo event generator version 7.3 [16] and the full OPAL detector simulation package [17]. Heavy quarks were fragmented according to the formula of Peterson et al. [18], with mean momentum fraction divided by beam energy \( \langle x_E \rangle_c = 0.51 \) (corresponding to \( \epsilon_c = 0.05 \)) for charmed hadrons and \( \langle x_E \rangle_b = 0.70 \) (corresponding to \( \epsilon_b = 0.0055 \)) for b-flavoured hadrons [19, 5]. The momentum spectrum of leptons from semi-leptonic decays of charmed flavoured hadrons was modelled with the ACCMM model tuned to DELCO data [20]. The branching ratio \( Br(c \to \ell) \) was taken to be \( (9.6 \pm 1.1)\% \) [4, 21]. The average b-flavoured hadron lifetime was set to \( \langle \tau_b \rangle = 1.4 \) ps. Data and Monte Carlo events were processed through the same reconstruction and analysis programs. To obtain better agreement between Monte Carlo and data, reconstructed track parameters were degraded by 40% to 50% in the Monte Carlo. For the relevant distributions, like that of the impact parameter, good agreement is obtained after this additional smearing.

5 Identification of \( Z^0 \to b \bar{b} \) events

The mixed tag method makes use of two independent identification methods. The tagging techniques considered are described below.

5.1 Identifying b-flavoured hadron decays with leptons

The semi-leptonic decay of b-flavoured hadrons results in a lepton with large momentum, \( p \), and transverse momentum, \( p_t \), with respect to the jet containing the lepton, because of the hard fragmentation and the high mass of b quarks compared to other quark flavours produced in \( Z^0 \) decays. Therefore, the presence of electrons or muons with large \( p \) and \( p_t \) allows the separation of a sample of \( b \bar{b} \) events with high purity [4].

For the purpose of b quark identification, a hemisphere tagged by either an electron or a muon will be counted as a lepton tag. For the calculation of background, hemispheres that contain both a tagged electron and a muon are arbitrarily considered as being tagged by an electron. This means that the muon tag background is normalised to the total number of hemispheres minus the number of hemispheres tagged by an electron.

The selection procedure for electrons can be found in reference [4]. It is based on the specific energy loss, \( dE/dx \), measured in the jet chamber, the pulse height of presampler clusters associated to the track, the agreement of track momentum and energy seen in the electromagnetic calorimeter, and the lateral spread of the electromagnetic shower. Tracks are accepted as electron candidates only if \( | \cos \theta_{\text{track}} | < 0.7 \). This corresponds to a region of clean acceptance of the chambers that make a precise z-coordinate measurement. The presence of a b-flavoured hadron in a hemisphere is identified by the electron tag if at least one electron candidate is found with \( p > 4.0 \) GeV/c and \( p_t > 0.8 \) GeV/c in the hemisphere.

The selection procedure for muons can also be found in reference [4]. It relies on the precise matching of extrapolated central detector tracks with track segments in the muon chambers. Muon candidates are accepted for \( | \cos \theta | < 0.95 \). The presence of a b-flavoured hadron in a hemisphere is identified by the muon tag if at least one muon candidate track is found with \( p > 4.0 \) GeV/c and \( p_t > 1.0 \) GeV/c in the hemisphere. With these kinematic cuts the electron and muon background uncertainties are approximately the same.

\(^2\)The lepton is included in the jet axis calculation.
5.2 Identifying b-flavoured hadron decays using impact parameter information

The absolute value of the impact parameter, \( b \), is defined as the distance of closest approach between the track and the primary event vertex position in the plane perpendicular to the beam axis. The impact parameter is attributed a positive sign if the track crosses its containing jet axis downstream of the primary vertex position, otherwise it is negative. Using the jet direction to estimate the direction of the b-flavoured hadron, tracks originating from a vertex due to b quark decay will typically have a positive \( b \). Negative \( b \) values for b quark decays can arise from signing errors due to a poor estimate of the b-flavoured hadron direction or due to tracking resolution. Tracks coming from the primary vertex will have positive and negative impact parameters with equal probability due to detector resolution.

The effective separation of a track from the primary vertex is better determined if the signed impact parameter of a track is normalised to its resolution. The impact parameter resolution, \( \sigma_b \), takes into account tracking uncertainties as well as the uncertainty associated with the primary vertex position. The \textit{significance}, \( S \), is defined as the ratio:

\[
S \equiv \frac{b}{\sigma_b}.
\]

To suppress contributions from long-lived light hadrons, such as \( \Lambda \)'s and \( K \)'s, tracks with an impact parameter in the range \( |b| \geq 3 \text{ mm} \) are rejected. This rejects about 15\% of all selected tracks in a nearly flavour independent way. Tracks with \( \sigma_b > 1 \text{ mm} \), amounting to less than 1\% of all selected tracks, are also rejected. Note that any flavour dependence of these cuts is absorbed in the tagging efficiencies, which are measured from the data, and therefore does not bias the result for \( \Gamma_{b\pi}/\Gamma_{\text{had}} \).

The presence of a b-flavoured hadron decay can be tagged by the \textit{forward multiplicity} \([6, 7]\), which simply counts the number of tracks, \( M \), with significance above a given threshold. To apply the mixed tag method, the forward multiplicity is calculated for each hemisphere separately.

Figure 1 shows the forward multiplicity distribution for \( S \geq 3 \) for the 1991 data including \( \mu \)\(V\)TX information. There is reasonable agreement between data and Monte Carlo. It will be shown that this analysis is not particularly sensitive to the detailed agreement of data and Monte Carlo events for the forward multiplicity.

![Figure 1: The forward multiplicity distribution with significance \( S \geq 3 \) for the 1991 data with \( \mu \)\(V\)TX information (full dots). The histogram indicates the Monte Carlo prediction.](image)
The presence of a b-flavoured hadron in a hemisphere is identified by the forward multiplicity tag if at least $M_{\text{min}} = 2$ tracks are found in the hemisphere with significance greater than or equal to $S_{\text{min}} = 3$.

6 The mixed tag method to measure $\Gamma_{\text{bb}}/\Gamma_{\text{had}}$

Using the impact parameter and lepton tags, the occurrence of five tagging topologies can be counted:

- $N_t$ the number of hemispheres tagged by tag $t$, where $t$ can be $v$ for the impact parameter tag, or $\ell$ for the lepton tag. These single tags provide two different topologies.

- $N_{t_1 t_2}$ the number of events with tag $t_1$ in one hemisphere and tag $t_2$ in the other hemisphere, where $t_1$ and $t_2$ can be either of the two tags mentioned above. When $t_1 = t_2 = t$ the event is called a "double $t$ tag", and if $t_1 \neq t_2$ it is called a "$t_1 t_2$ mixed tag". For the mixed tag events, $N_{t_1 t_2}$ is defined as the sum of the two possible permutations in the tag indices. There are two double tag topologies and one mixed tag topology.

Table 1 gives the observed number of counts for the different topologies.

<table>
<thead>
<tr>
<th>tag topology</th>
<th>1990 data</th>
<th>1991 data</th>
<th>1991 data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>no $\mu$VTX</td>
<td>with $\mu$VTX</td>
<td></td>
</tr>
<tr>
<td>$N_v$</td>
<td>20124</td>
<td>12205</td>
<td>46420</td>
</tr>
<tr>
<td>$N_\ell$</td>
<td>2519</td>
<td>1607</td>
<td>4342</td>
</tr>
<tr>
<td>$N_{vv}$</td>
<td>2466</td>
<td>1389</td>
<td>8374</td>
</tr>
<tr>
<td>$N_{v\ell}$</td>
<td>857</td>
<td>497</td>
<td>2048</td>
</tr>
<tr>
<td>$N_{\ell\ell}$</td>
<td>69</td>
<td>48</td>
<td>143</td>
</tr>
<tr>
<td>$N_{\text{tot}}$</td>
<td>67294</td>
<td>43995</td>
<td>116502</td>
</tr>
</tbody>
</table>

Table 1: The number of hemispheres tagged by forward multiplicity ($N_v$) or leptons ($N_\ell$), and the number of events tagged in both hemispheres by a combination of these ($N_{vv}$, $N_{v\ell}$, $N_{\ell\ell}$). $N_{\text{tot}}$ is the total number of hadronic $Z^0$ decays passing the event selection.

The number of counts for each topology is normalised by the total number of hadronic $Z^0$ decays passing the event selection, $N_{\text{tot}}$, to obtain the tagging fractions. The expected values of these fractions can be expressed as sums of products of efficiencies and partial widths. For the single tags this provides two expressions ($t = v, \ell$):

$$\frac{N_t}{2N_{\text{tot}}} = \frac{e_t}{\epsilon_t} \frac{\Gamma_{\text{bb}}}{\Gamma_{\text{had}}} + \frac{\Gamma_{\ell\ell}}{\Gamma_{\text{had}}} + \frac{\Gamma_{\text{uds}}}{\Gamma_{\text{had}}} \cdot$$

(2)

Similarly, two equations give the double tag fractions:

$$\frac{N_{t_1 t_2}}{N_{\text{tot}}} = \frac{e_{t_1}}{\epsilon_{t_1}} (\epsilon_{t_2})^2 \frac{\Gamma_{\text{bb}}}{\Gamma_{\text{had}}} + \frac{\Gamma_{\ell\ell}}{\Gamma_{\text{had}}} + \frac{\Gamma_{\text{uds}}}{\Gamma_{\text{had}}} \cdot$$

(3)

The mixed tag fraction is:

$$\frac{N_{v\ell}}{2N_{\text{tot}}} = \frac{C_{v\ell} (\epsilon_{\ell})^2}{\epsilon_{v} \epsilon_{\ell}} \frac{\Gamma_{\text{bb}}}{\Gamma_{\text{had}}} + \frac{\Gamma_{\ell\ell}}{\Gamma_{\text{had}}} + \frac{\Gamma_{\text{uds}}}{\Gamma_{\text{had}}} \cdot$$

(4)

The symbols introduced are defined as follows:
\( \epsilon_t^q \) the efficiency of selecting a hemisphere with the tag method \( t \) for quark flavour \( q \), where \( t \) can be \( v \) or \( \ell \), and \( q \) can be \( b, c \) or uds,

\[ C^{q}_{t_1 t_2} \]

the correlation factor for the double or mixed tagging efficiencies in the opposite hemispheres of an event. As above, \( t_1 \) and \( t_2 \) can be \( v \) or \( \ell \). The absence of correlations corresponds to \( C^{q}_{t_1 t_2} = 1 \).

\( \Gamma_{\text{had}}/\Gamma_{\text{had}} \) the fraction of hadronic \( Z^0 \) decays into \( b \) quarks,

\( \Gamma_{\text{had}}/\Gamma_{\text{had}} \) the fraction of hadronic \( Z^0 \) decays into \( c \) quarks,

\( \Gamma_{\text{uds}}/\Gamma_{\text{had}} \) the fraction of hadronic \( Z^0 \) decays into \( u, d, \) and \( s \) quarks. Note that \( \Gamma_{\text{uds}}/\Gamma_{\text{had}} \) is taken to be \( 1 - \Gamma_{\text{had}}/\Gamma_{\text{had}} - \Gamma_{\text{had}}/\Gamma_{\text{had}} \).

\( \Gamma_{\text{had}}/\Gamma_{\text{had}}, \epsilon^b_v, \epsilon^c_v \) and \( \epsilon^\text{uds}_v \) are derived from the data using these relations as described in section 7 below. The parameter \( \epsilon^\text{uds}_v \) is taken to be related to \( \epsilon_v \) through

\[ \epsilon^\text{uds}_v = \kappa \epsilon_v^c, \] (5)

where the parameter \( \kappa \) is determined from Monte Carlo studies. The parameters \( \epsilon_v^c \) and \( \epsilon_v^\text{uds} \) are obtained from an analysis of the backgrounds to the lepton tagged sample. The correlation factors are studied using the Monte Carlo and the data. The value of \( C^b_v \) predicted by the Monte Carlo is used in the analysis. All other correlation factors are taken to be unity. Systematic effects on the value of \( C^b_v \) as determined from Monte Carlo simulation are discussed later, as well as cross checks on this and other efficiency correlations between hemispheres from the data. The \( Z^0 \) decay width into charm quarks, \( \Gamma_{\text{had}}/\Gamma_{\text{had}} \), is taken as the Standard Model prediction [22]:

\[ \frac{\Gamma_{\text{had}}}{\Gamma_{\text{had}}} = 0.171. \] (6)

An uncertainty of 22% on \( \Gamma_{\text{had}}/\Gamma_{\text{had}} \) is taken, according to the published OPAL measurement [23].

6.1 Evaluation of \( \kappa \)

The ratio \( \kappa \) is obtained from a Monte Carlo study of the number of \( u, d \) and \( s \) quark hemispheres relative to the number of \( c \) quark hemispheres selected by the forward multiplicity tag. This ratio is estimated by:

\[ \kappa = \frac{N_v^\text{uds} / (2N_v^\text{uds})}{N_v^c / (2N_v^c)}, \] (7)

where \( N_v^\text{uds} \) is the number of hemispheres tagged by forward multiplicity for \( u, d \) and \( s \) quark events and \( N_v^\text{tot} \) is the total number of \( u, d \) and \( s \) events. The numbers \( N_v^c \) and \( N_v^\text{tot} \) are defined analogously for \( c \) quarks. Table 2 presents the values of \( \kappa \) that were determined from Monte Carlo simulation.

There are two main sources of systematic uncertainty on the value of \( \kappa \). There is a systematic error resulting from modelling of the detector resolution and a systematic error due to uncertainties in the modelling of the physics in the event generator. The systematic errors on \( \kappa \) are listed in Table 2.

The systematic uncertainty from detector resolution effects has been assessed by varying the smearing of the track impact parameter, azimuthal angle and curvature resolutions by \( \pm 20\% \) with respect to the case of best agreement of Monte Carlo with data. With the 20% narrower or wider Monte Carlo distributions the disagreement with the data is rather distinct.

The lifetime of \( D^\pm \) mesons is comparable to that of \( b \)-flavoured hadrons and is considerably longer than that for \( D^0 \) mesons. To account for the uncertainty in the size of the \( D^\pm \) component in the charm background the fraction of \( D^\pm \) mesons relative to \( D^0 \) mesons in \( Z^0 \to \ell\ell \) decays was taken to be \((46\pm20)\% \), where the error is a conservative estimate. The change in the average charged hadron lifetime in \( Z^0 \to \ell\ell \) decays induced by this variation is large compared to uncertainties associated with the measured D meson lifetimes. The Peterson parameter for \( c \) quark fragmentation was also varied in the Monte Carlo simulation to give a mean \( x_F \) varying between 0.49 and 0.53 [19]. It was verified
that varying the mean charm charged decay multiplicity by one unit gives a negligible change in $\kappa$, while this decay multiplicity is known to 0.15 units [24]. A change of half a unit in mean multiplicity for all events [25] is expected to give even smaller deviations, due to the cancellation in the ratio $\kappa$. The effect of the uncertainty in the $K^0$ production rate was tested by varying it by 7.1% [26]. These two variations give a corresponding uncertainty in $\kappa$ of 3.2% and 3.5%.

The $\kappa$ values for 1990 and 1991 data without $\mu$VTX agree within their statistical uncertainties and have been combined into one number.

The uncertainty on $\kappa$ due to Monte Carlo statistics is added to the systematic error in quadrature.

### 6.2 Evaluation of the correlation factors

The correlation factors are estimated from a Monte Carlo study similar to that used to obtain $\kappa$. For the double tags, they are determined as:

$$C_{tt}^q = \frac{4N_{tt}^q N_{tt}^q}{(N_{tt}^q)^2},$$

(8)

where $t$ can be $v$ or $\ell$, and $q$ can be $b$, $c$ or $uds$. For the mixed tag, they are determined as:

$$C_{vt}^q = \frac{2N_{vt}^q N_{vt}^q}{N_{vt}^q N_{vt}^q}.$$  

(9)

For the purity level of the tags considered here, the correlations for $c$ events and $u, d$ and $s$ events have little impact on the result. The result is mainly sensitive to correlation factors departing from unity for the $b$ events.

For $b\bar{b}$ events, the majority of the impact parameter tags come from tracks that originate from a decay vertex displaced from the primary event vertex. In these cases a displacement of the measured primary vertex position from the genuine primary vertex position can result in an anti-correlation of “apparent” lifetimes in the opposite hemispheres. The values for $C_{vt}^b$ that are obtained from the Monte Carlo simulation are listed in Table 3.

<table>
<thead>
<tr>
<th></th>
<th>1990+1991 data</th>
<th>1991 data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>no $\mu$VTX</td>
<td>with $\mu$VTX</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>0.610</td>
<td>0.413</td>
</tr>
<tr>
<td>$\sigma(\kappa)$</td>
<td>0.564</td>
<td>0.090</td>
</tr>
<tr>
<td></td>
<td>-0.047</td>
<td>-0.020</td>
</tr>
<tr>
<td>Monte Carlo detector resolution</td>
<td>+0.029</td>
<td>+0.033</td>
</tr>
<tr>
<td></td>
<td>-0.018</td>
<td>-0.001</td>
</tr>
<tr>
<td>Peterson fragmentation $\Delta(x_E)_c = \pm 0.02$</td>
<td>$\pm 0.002$</td>
<td>$\pm 0.002$</td>
</tr>
<tr>
<td>D$^+$ fraction</td>
<td>$\pm 0.029$</td>
<td>$\pm 0.020$</td>
</tr>
<tr>
<td>K$^0$ and hyperon production</td>
<td>$\pm 0.010$</td>
<td>$\pm 0.006$</td>
</tr>
<tr>
<td>Monte Carlo statistics</td>
<td>+0.474</td>
<td>-0.059</td>
</tr>
<tr>
<td></td>
<td>-0.092</td>
<td>-0.029</td>
</tr>
<tr>
<td>total</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Monte Carlo predicted ratio $\kappa$: the forward multiplicity tagging efficiency for $u, d$ and $s$ quark hemispheres divided by that for $c$ quark hemispheres.
The systematic uncertainty on the Monte Carlo determination of $C^b_{tt}$ is found by varying the impact parameter resolution by $\pm 20\%$, and conservatively changing the Peterson fragmentation parameter to vary $\langle x_E \rangle_b$ between 0.68 and 0.72 [19, 5]. The average $b$-flavoured hadron lifetime is varied by 0.15 ps in the Monte Carlo simulation, which is the difference between the value used in this analysis and a recent result, $\langle \tau_b \rangle = 1.523 \pm 0.051$ ps, published by OPAL [27]. In addition the effect of a systematic offset of 10 $\mu$m in the average beam spot position in both transverse directions was investigated. The Monte Carlo statistical error is also added as systematic uncertainty on $C^b_{tt}$. The results for the systematic errors on $C^b_{tt}$ are listed in Table 3. Within the uncertainties, the values of $C^b_{tt}$ for the 1990 and 1991 data without $\mu$VTX agree. However, because these values are not expected to agree perfectly due to differences in multiple scattering and small differences in the beam spot size between the data sets, they are treated separately.

The other correlation factors are taken to be unity. Possible remaining systematic effects will be discussed later.

### 6.3 Estimation of lepton background

In the kinematic region under consideration lepton production is dominated by the semi-leptonic decay of $b$-flavoured hadrons. The tagging probabilities for light and charm quarks can be expressed as:

$$\epsilon^\text{uds}_\ell = \frac{N^\text{uds}_\ell}{2N^\text{uds}_{\text{tot}}}, \quad (10)$$

$$\epsilon^c_\ell = \frac{N^c_{\text{prompt}}}{2N^c_{\text{tot}}} + \frac{N^c_{\text{non-prompt}}}{2N^c_{\text{tot}}}, \quad (11)$$

respectively, where $N^\text{uds}_\ell$ is the number of lepton tags from $u$, $d$ and $s$ quarks from $Z^0$ decays, and $N^c_{\text{prompt}}$ and $N^c_{\text{non-prompt}}$ are the numbers of prompt and non-prompt lepton tags from $c$ quarks from $Z^0$ decays. $N^c_{\text{prompt}}$ is defined to be the number of lepton tags from primary $c \rightarrow \ell$ decays. The other lepton tags, not coming from decays of primary $c$ or $b$ quarks, are called “non-prompt”. Table 4 indicates the lepton background estimates discussed below. The numbers in the table were derived using $\Gamma_\ell/\Gamma_{\text{had}} = 0.171$ and $\Gamma_b/\Gamma_{\text{had}} = 0.218$. In the fit only tagging efficiencies for background are used, which are independent of the fractional widths.

<table>
<thead>
<tr>
<th></th>
<th>1990 data</th>
<th>1991 data no $\mu$VTX</th>
<th>1991 data with $\mu$VTX</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C^b_{tt}$</td>
<td>0.9694</td>
<td>0.9979</td>
<td>0.9849</td>
</tr>
<tr>
<td>$\sigma(C^b_{tt})$</td>
<td>$\pm 0.0180$</td>
<td>$\pm 0.0114$, $\pm 0.0200$</td>
<td>$\pm 0.0180$, $\pm 0.0200$</td>
</tr>
<tr>
<td>Monte Carlo detector resolution</td>
<td>$\pm 0.0021$</td>
<td>$\pm 0.0140$, $\pm 0.0012$</td>
<td>$\pm 0.0023$</td>
</tr>
<tr>
<td>Peterson fragmentation $\Delta \langle x_E \rangle_b$</td>
<td>$\pm 0.0041$</td>
<td>$\pm 0.0003$, $\pm 0.0009$</td>
<td></td>
</tr>
<tr>
<td>average $b$ hadron lifetime $\Delta \langle \tau_b \rangle$</td>
<td>$\pm 0.0048$</td>
<td>$\pm 0.0004$, $\pm 0.0015$</td>
<td></td>
</tr>
<tr>
<td>10 $\mu$m shift in average beam spot position</td>
<td>$\pm 0.0147$</td>
<td>$\pm 0.0118$, $\pm 0.0030$</td>
<td></td>
</tr>
<tr>
<td>Monte Carlo statistics</td>
<td>$\pm 0.0246$</td>
<td>$\pm 0.0247$, $\pm 0.0042$</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: The correlation factors $C^b_{tt}$. 
Table 4: Indication of the contribution of the electron and muon backgrounds to the total number of hemispheres tagged by a lepton. These numbers were derived using $\Gamma_\text{e}/\Gamma_\text{had} = 0.171$ and $\Gamma_\text{e}/\Gamma_\text{had} = 0.218$. In the fit only tagging efficiencies for background are used, which are independent of the fractional widths. The errors include the statistical and systematic uncertainties added in quadrature.

<table>
<thead>
<tr>
<th></th>
<th>1990 data</th>
<th>1991 data no $\mu$VTX</th>
<th>1991 data with $\mu$VTX</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_\gamma$</td>
<td>1195</td>
<td>730</td>
<td>2020</td>
</tr>
<tr>
<td>$N^c_{\text{prompt}}$</td>
<td>$133 \pm 26$</td>
<td>$57 \pm 11$</td>
<td>$151 \pm 28$</td>
</tr>
<tr>
<td>$N_{\gamma} + N_{\text{Dalitz}}$</td>
<td>$80 \pm 13$</td>
<td>$78 \pm 13$</td>
<td>$138 \pm 20$</td>
</tr>
<tr>
<td>$N_{\text{misid}}$</td>
<td>$93 \pm 14$</td>
<td>$39 \pm 4$</td>
<td>$107 \pm 12$</td>
</tr>
<tr>
<td>$N_{\text{decay}}$</td>
<td>$4 \pm 4$</td>
<td>$3 \pm 3$</td>
<td>$8 \pm 8$</td>
</tr>
<tr>
<td>$N_\mu$</td>
<td>1324</td>
<td>877</td>
<td>2322</td>
</tr>
<tr>
<td>$N^c_{\text{prompt}}$</td>
<td>$80 \pm 17$</td>
<td>$59 \pm 12$</td>
<td>$157 \pm 31$</td>
</tr>
<tr>
<td>$N_{\text{non-prompt}}$</td>
<td>$19 \pm 5$</td>
<td>$11 \pm 2$</td>
<td>$30 \pm 6$</td>
</tr>
<tr>
<td>$N_{\text{uds}}$</td>
<td>$68 \pm 12$</td>
<td>$59 \pm 8$</td>
<td>$156 \pm 22$</td>
</tr>
</tbody>
</table>

6.3.1 Prompt lepton background from primary c quarks

The number of hemispheres tagged by a prompt lepton produced in $Z^0 \to c\bar{c}$ events is obtained using the Monte Carlo simulation according to:

$$N^c_{\text{prompt}} = \left( N^c_{\text{prompt}} \right)^{\text{MC}} \left( \frac{\epsilon^{\text{data}}_{\text{id}}}{\epsilon^{\text{id}}_{\text{id}}} \right) \left( \frac{1}{N^{\text{tot}}_{\text{MC}}} \right) ,$$

where $\left( N^c_{\text{prompt}} \right)^{\text{MC}}$ is the number of hemispheres tagged by prompt leptons from semi-leptonic charm quark decay as determined from the Monte Carlo.

A correction is applied for the difference in lepton identification efficiency between data, $\epsilon^{\text{data}}_{\text{id}}$, and Monte Carlo, $\epsilon^{\text{id}}_{\text{id}}$, by multiplying by the ratio, $\left( \epsilon^{\text{data}}_{\text{id}}/\epsilon^{\text{id}}_{\text{id}} \right)$. For electrons this ratio is determined to be $1.19 \pm 0.10$ using the method described in [28] and is specific to prompt leptons from charm decay. For muons it is taken to be unity with an estimated uncertainty of 3.7% [4].

The background from semi-leptonic decay of charmed hadrons, as determined by the Monte Carlo simulation, inherits a systematic uncertainty of 11.5% from the above error on $Br(c \to \ell)$. A maximum variation in background of 5.2% for electrons and 7.5% for muons is found when the Peterson c quark fragmentation parameter is varied so as to vary $\langle x_E \rangle_c$ in the range $0.49 < \langle x_E \rangle_c < 0.53$. In addition a semi-leptonic decay modelling uncertainty of 9% for the electrons and 12% for the muons is estimated from the difference between the ACCMM [20] model and the ISGW [29] model. These three sources of systematic errors are added in quadrature to give a 15.5% uncertainty on the number of electrons from charm decays and 18.2% on the number of muons from charm decays.

6.3.2 Non-prompt electron background

The non-prompt electron background is assumed to be independent of the primary quark flavour:

$$\frac{N_{\text{non-prompt}}}{2N^{\text{uds}}_{\text{tot}}} = \frac{N^c_{\text{non-prompt}}}{2N^{\gamma}_{\text{tot}}} = \frac{N_{\text{uds}}}{2N^{\gamma}_{\text{tot}}} .$$

This assumption is supported by the Monte Carlo simulation that shows no flavour dependence for the non-prompt electron background. The yield of non-prompt electrons can be divided into four classes:

$$N_{\text{non-prompt}} = N_\gamma + N_{\text{Dalitz}} + N_{\text{misid}} + N_{\text{decay}} .$$
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An outline of the methods used to determine the background contributions is given below. The study of these sources of background is detailed in reference [4].

Tracks identified as electrons originating from photon conversions are identified, but not removed, using an algorithm explained in [4] with additional requirements to attain higher purity. The number of identified electrons from conversions is scaled to the total number of electrons from conversions using the efficiency and purity of the identified conversions sample as calculated from Monte Carlo simulations. The errors on the contribution from photon conversions come from data and Monte Carlo statistics and systematic errors arising from uncertainties in the Monte Carlo modelling of the data.

The Dalitz decay background is determined from Monte Carlo simulations. This is shown together with the conversion background in Table 4. The number of hadrons misidentified as electrons is measured from the data as described in reference [4]. The hadronic background determined in this way is (7.8 ± 1.2)% for the 1990 data and (5.3 ± 0.6)% for the 1991 data.

The background from weak decays, including those from heavy quarks produced in the fragmentation process, is determined from Monte Carlo simulations. The systematic uncertainty on this small background is taken to be 100%.

### 6.3.3 Non-prompt muon background

The non-prompt muon background is determined from the Monte Carlo simulation using the fake probability per track method discussed in [4]. Sources of non-prompt muon tags are decays in flight of π's and K's, and fake tags caused by misidentified hadrons due to sailthrough, punchthrough or muon chamber track segments that are incorrectly associated to central detector tracks. The number of non-prompt muons is determined for each flavour, q, by:

\[
\left( \frac{N_{\text{non.prompt}}^q}{N_{\text{tot}}} \right)^q = \left( \frac{N_{\text{non.prompt}}^q}{N_{\text{MC}}^{\text{MC}}} \right)^q \left( \frac{N_{\text{tracks}}^{\text{data}}}{N_{\text{tracks}}^{\text{MC}}} \right) \left( \frac{N_{\text{MC}}^{\text{MC}}}{N_{\text{tot}}} \right),
\]

where \(N_{\text{tracks}}^{\text{data}}\) and \(N_{\text{tracks}}^{\text{MC}}\) are the numbers of tracks, in the data and the Monte Carlo simulation respectively, passing the standard track selection cuts as well as momentum cuts of \(p > 4\) GeV/c and \(p_t > 1\) GeV/c. The probability of a track being incorrectly identified as a prompt muon is predicted by the Monte Carlo to be practically independent of the primary quark flavour. The scale factor is found to be \((N_{\text{data}}^{\text{data}}/N_{\text{MC}}^{\text{MC}}) (N_{\text{MC}}^{\text{MC}}/N_{\text{tot}}) = 1.08\). The systematic error on the non-prompt muon background is assessed to be 13% for these \(p\) and \(p_t\) cuts.

### 7 Determination of \(\Gamma_{b\bar{b}}/\Gamma_{\text{had}}\)

The parameters \(\Gamma_{b\bar{b}}/\Gamma_{\text{had}}\), \(\epsilon^b\), \(\epsilon^\ell\), and \(\epsilon^\gamma\) are obtained from the data using a \(\chi^2\) function that is defined in terms of the differences between the left and right hand sides of the five equations (2) to (4), divided by the statistical uncertainties on the measured observables. The number of hemisphere tags
is statistically correlated with the number of double and mixed tag events. This correlation is unfolded by constructing orthogonal tagging variables from the variables presented in equations (2) to (4).

The $\chi^2$ is summed over the three different data sets, corresponding to 15 statistically independent terms. The parameters $e_b^0$, $e_b^\pi$ and $e_c^\pi$ are allowed to vary independently for each data set, while $\Gamma_{b\pi}/\Gamma_{\text{had}}$ is forced to be the same for all three data sets. This yields a total of ten fit parameters.

The combined result for the 1990 and 1991 data samples is:

$$\frac{\Gamma_{b\pi}}{\Gamma_{\text{had}}} = 0.218 \pm 0.006 \text{ (stat)} .$$

The $\chi^2$ for the fit is 1.7 for five degrees of freedom. The results for $\Gamma_{b\pi}/\Gamma_{\text{had}}$ for the three different data sets are: $0.213^{+0.014}_{-0.016}$ for 1990, $0.221^{+0.019}_{-0.017}$ for 1991 without $\mu$VTX information and $0.219 \pm 0.008$ for 1991 including $\mu$VTX data. The $\chi^2$/d.o.f. values are 0.99/1, 0.02/1 and 0.47/1 for the three data sets respectively.

Table 5 presents the results for the identification efficiencies of the lepton and forward multiplicity tagging methods. The parameter $e_c^\pi$ should not be interpreted as the charm tagging efficiency by forward multiplicity, but as an average background efficiency with the relative weights for $Z^0 \rightarrow c\bar{c}$ and $Z^0 \rightarrow u\bar{u}, d\bar{d}, s\bar{s}$ events determined by $\kappa$. Note that the $b$ tagging efficiencies are inclusive and contain factors for kinematic and particle identification efficiencies, semi-leptonic branching fractions, and a component for accidentally tagging $b$ quarks.

<table>
<thead>
<tr>
<th>data set</th>
<th>$e_b^\pi%$</th>
<th>$e_b^\gamma%$</th>
<th>$e_c^\pi%$</th>
<th>$e_c^\gamma%$</th>
<th>$\pi_t%$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1990</td>
<td>7.0 ± 0.3</td>
<td>38.2 ± 0.6</td>
<td>12.8 ± 0.3</td>
<td>56</td>
<td></td>
</tr>
<tr>
<td>1991 no $\mu$VTX</td>
<td>7.1 ± 0.3</td>
<td>34.8 ± 0.6</td>
<td>11.1 ± 0.3</td>
<td>55</td>
<td></td>
</tr>
<tr>
<td>1991 with $\mu$VTX</td>
<td>7.3 ± 0.2</td>
<td>53.4 ± 0.6</td>
<td>19.6 ± 0.5</td>
<td>58</td>
<td></td>
</tr>
</tbody>
</table>

Table 5: Results for the fitted efficiencies ($e$) and purities ($\pi$). The quoted uncertainties are statistical only.

As additional information the purities of the single hemisphere tagged samples are also given in Table 5. These purities are defined as:

$$\pi_t \equiv \frac{e_b^\pi \Gamma_{b\pi}/\Gamma_{\text{had}}}{N_t/(2N_{\text{tot}})} .$$

8 Discussion of systematic effects

The estimated magnitude of the systematic effects considered are summarised in Table 6.

Uncertainties in the $c \rightarrow \ell$ branching ratio for the different types of charmed hadrons, the charm semi-leptonic decay modelling, the lepton identification efficiencies, the non-prompt lepton background, and the electron background from photon conversions and Dalitz decays only affect the uncertainty on $\Gamma_{b\pi}/\Gamma_{\text{had}}$ through the error they induce in the lepton background estimate. The uncertainties in the charged D meson fraction produced in $Z^0 \rightarrow c\bar{c}$ decays and in the charm fragmentation affect $\Gamma_{b\pi}/\Gamma_{\text{had}}$ mostly through the lepton background, but also contribute to the $\Gamma_{b\pi}/\Gamma_{\text{had}}$ uncertainty through the determination of $\kappa$. The uncertainty on $b$ fragmentation, the average $b$-flavoured hadron lifetime and the average beam spot position give rise to an uncertainty on $\Gamma_{b\pi}/\Gamma_{\text{had}}$ through the induced uncertainty on $C_{\kappa}^{b\pi}$. The tracking resolution modelling uncertainty in the Monte Carlo affects $\kappa$ and $C_{\kappa}^{b\pi}$, and their contributions partially cancel. The error due to Monte Carlo statistics receives uncorrelated contributions from the lepton background, $\kappa$ and $C_{\kappa}^{b\pi}$ estimates. In the following the uncertainties due to tagging efficiency correlations between the two hemispheres in an event, event selection, and $\Gamma_{b\pi}/\Gamma_{\text{had}}$ are explained. Also several additional systematic tests are described.
When the double lepton tags were excluded the result became
As a check on the assumptions for the double and mixed tag correlation factors, the double and mixed
region at the top and bottom of the detector with significantly lower efficiency than other regions in
bin. For the electrons the tagging efficiency is found to be constant in \( \phi \), but for the muons there is a
region at the top and bottom of the detector with significantly lower efficiency than other regions in \( \phi \).
Binning in \( \phi \) to isolate the low efficiency region for muons results in a deviation of 0.0008 on \( \Gamma_{b\Sigma}/\Gamma_{\text{had}} \). The same binning in \( \phi \) also serves as an indicator for possible correlations due to the primary vertex position resolution, which is much better in the vertical than in the horizontal direction. Similarly, a systematic error of 0.0008 is assigned for possible trends in the efficiencies with \( |\cos \theta_{\text{vtx}}| \). This is obtained by using three bins of equal width in \( |\cos \theta_{\text{vtx}}| \) on the 1991 data set including \( \mu \text{VTX} \)

<table>
<thead>
<tr>
<th>contribution</th>
<th>( \sigma_{\text{syst}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Br(c \rightarrow \ell) ) (( \pm 11.5% ))</td>
<td>( \pm 0.0027 )</td>
</tr>
<tr>
<td>( c \rightarrow \ell ) decay modelling (ACCMM+ISGW)</td>
<td>( \pm 0.0031 )</td>
</tr>
<tr>
<td>muon identification efficiency (( \pm 3.7% ))</td>
<td>( \pm 0.0006 )</td>
</tr>
<tr>
<td>electron identification efficiency (( \pm 8.4% ))</td>
<td>( \pm 0.0013 )</td>
</tr>
<tr>
<td>non-prompt muon background (( \pm 13% ))</td>
<td>( \pm 0.0030 )</td>
</tr>
<tr>
<td>non-prompt electron background (( \pm 18.5% ))</td>
<td>( \pm 0.0022 )</td>
</tr>
<tr>
<td>photon conversions and Dalitz decays (( \pm 15.5% ))</td>
<td>( \pm 0.0018 )</td>
</tr>
<tr>
<td>( D^0/D^0 ) ratio (( \pm 43% ))</td>
<td>( \pm 0.0019 )</td>
</tr>
<tr>
<td>( K^0 ) and hyperon production rate</td>
<td>( \pm 0.0005 )</td>
</tr>
<tr>
<td>c quark fragmentation (0.49 &lt; ( \langle x_F \rangle_c &lt; 0.53 ))</td>
<td>( \pm 0.0020 )</td>
</tr>
<tr>
<td>b quark fragmentation (0.68 &lt; ( \langle x_F \rangle_b &lt; 0.72 ))</td>
<td>( \pm 0.0008 )</td>
</tr>
<tr>
<td>average beam spot position uncertainty (( \pm 10 \mu m ))</td>
<td>( \pm 0.0005 )</td>
</tr>
<tr>
<td>average b-flavoured hadron lifetime (( \pm 0.15 \text{ ps} ))</td>
<td>( \pm 0.0004 )</td>
</tr>
<tr>
<td>Monte Carlo detector resolution (( \pm 20% ))</td>
<td>( \pm 0.0004 )</td>
</tr>
<tr>
<td>Monte Carlo statistics</td>
<td>( \pm 0.0021 )</td>
</tr>
<tr>
<td>global tagging efficiency correlation tests</td>
<td>( \pm 0.0020 )</td>
</tr>
<tr>
<td>event selection</td>
<td>( \pm 0.0007 )</td>
</tr>
<tr>
<td>total systematic error excluding ( \Gamma_{b\Sigma}/\Gamma_{\text{had}} )</td>
<td>( \pm 0.0073 )</td>
</tr>
<tr>
<td>( \Gamma_{b\Sigma}/\Gamma_{\text{had}} )</td>
<td>( \pm 0.0070 )</td>
</tr>
<tr>
<td>total systematic error</td>
<td>( \pm 0.0101 )</td>
</tr>
</tbody>
</table>

Table 6: Contributions to the systematic uncertainty on \( \Gamma_{b\Sigma}/\Gamma_{\text{had}} \).

### 8.1 Test of systematic effects from \( \kappa \)

As a check of systematic effects on \( \kappa \) from possible discrepancies between data and Monte Carlo for large values of \( M \), the analysis was repeated with a forward multiplicity cut of 2 ≤ \( M \) ≤ 4. This led to a change in \( \Gamma_{b\Sigma}/\Gamma_{\text{had}} \) of 0.003 ± 0.003(stat). Hence there is no evidence for a systematic effect on \( \Gamma_{b\Sigma}/\Gamma_{\text{had}} \) due to an imperfect description of \( \kappa \) at high \( M \).

### 8.2 Uncertainties coming from efficiency correlations

As a check on the assumptions for the double and mixed tag correlation factors, the double and mixed tags were dropped in turn from the fit. When the double lepton tags were excluded the result became \( \Gamma_{b\Sigma}/\Gamma_{\text{had}} = 0.218 \pm 0.008 \). When only the single and double lepton tags are used \( \Gamma_{b\Sigma}/\Gamma_{\text{had}} = 0.218^{+0.015}_{-0.013} \). Ignoring the double vertex tag or the mixed tag gives the same result, because these cases do not introduce additional degrees of freedom compared to the case of single and double lepton tags only. None of these tests gave evidence for deviations of the correlation factors from the values determined from the Monte Carlo simulated data.

A general check on geometrical correlations was also made. The event sample was divided into bins in \( \phi \) or \( \theta \). One value of \( \Gamma_{b\Sigma}/\Gamma_{\text{had}} \) is fitted to all bins, but the efficiencies are free to vary for each bin. For the electrons the tagging efficiency is found to be constant in \( \phi \), but for the muons there is a region at the top and bottom of the detector with significantly lower efficiency than other regions in \( \phi \). Binning in \( \phi \) to isolate the low efficiency region for muons results in a deviation of 0.0008 on \( \Gamma_{b\Sigma}/\Gamma_{\text{had}} \). The same binning in \( \phi \) also serves as an indicator for possible correlations due to the primary vertex position resolution, which is much better in the vertical than in the horizontal direction. Similarly, a systematic error of 0.0008 is assigned for possible trends in the efficiencies with \( |\cos \theta_{\text{vtx}}| \). This is obtained by using three bins of equal width in \( |\cos \theta_{\text{vtx}}| \) on the 1991 data set including \( \mu \text{VTX} \).
information. The limited double lepton tag statistics do not allow this test to be performed on the other data sets.

Hadronic $Z^0$ events with a three and more jet topology differ from those with a two jet topology by the presence of one or more hard gluons in the final state. Hard gluons affect the momentum distribution of b-flavoured hadron decay products. This may introduce kinematic correlations in the tagging efficiencies. The dependence of the $\Gamma_{b\overline{b}}/\Gamma_{\text{had}}$ result upon the number of jets found in each event was examined using the full data sample. The events were divided into three categories: events with two jets, events with three jets and events with four jets or more. The difference between the event weighted average value for these three classes and the fit that does not distinguish between different numbers of jets per event is $0.0017$. Monte Carlo studies indicate that a difference between the fit that is binned in number of jets and the unbinned fit is due to correlations in the electron tagging efficiencies. These correlations arise mostly because of the dependence of electron identification efficiency on particle activity close to the electron candidate track. This was confirmed by repeating the test on jet multiplicity for muons and impact parameter tags alone. In this case, a negligible effect on $\Gamma_{c\overline{c}}/\Gamma_{\text{had}}$ was observed.

A possible correlation arising from a variation of the tagging efficiencies in time was investigated by examining the single tag rates for 24 separate periods of data taking. No variations larger than those expected from statistical fluctuations were observed.

Special tests were performed on the correlation factors of the double vertex tag equations. As discussed above, a reason for the possible deviation of the double impact parameter tag correlation factor for $b$ quarks from unity is the resolution on the primary vertex position, causing an anti-correlation between the tagging efficiency of the two hemispheres. The magnitude of this uncertainty was estimated by comparing $\Gamma_{b\overline{b}}/\Gamma_{\text{had}}$ obtained using the "true" and fitted primary vertex position in the Monte Carlo generated data. A difference of 0.0009 was found. This discrepancy is already accounted for in the previous systematic error estimates for $C_{v\overline{v}}$ and the other tagging efficiency correlations and is not included as a separate systematic error.

In conclusion, combining the errors 0.0008, 0.0008 and 0.0017, a total systematic uncertainty of 0.0020 is assigned to the $\Gamma_{b\overline{b}}/\Gamma_{\text{had}}$ value due to possible deviations of the correlation factors from their assumed values. This uncertainty is added independently from the uncertainties that arise from the Monte Carlo determination of $C_{v\overline{v}}$, because they are connected to global tests that involve all correlation factors at the same time.

8.3 Event selection and thrust cut dependence

The change in the $Z^0 \rightarrow b\overline{b}$ event fraction due to the event selection was found to be $(0.08 \pm 0.34)\%$ from the Monte Carlo simulation. A 0.3\% systematic uncertainty on $\Gamma_{b\overline{b}}/\Gamma_{\text{had}}$ is taken to account for a possible bias in the event selection.

The thrust cut was varied between 0.5, i.e. no cut at all, and 0.85. The observed variations were at most of order 0.001 and compatible with the relative statistical uncertainties between the different points. No change in the obtained $\Gamma_{b\overline{b}}/\Gamma_{\text{had}}$ value was observed when the event sample was divided into three thrust bins. Therefore, no systematic uncertainty is assigned for possible biases due to the thrust cut.

8.4 Dependence on $\Gamma_{c\overline{c}}/\Gamma_{\text{had}}$

The error on $\Gamma_{b\overline{b}}/\Gamma_{\text{had}}$ due to the $\pm 22\%$ uncertainty on $\Gamma_{c\overline{c}}/\Gamma_{\text{had}}$ [23] is $\pm 0.0070$. The relation between the mean value of $\Gamma_{b\overline{b}}/\Gamma_{\text{had}}$ and $\Gamma_{c\overline{c}}/\Gamma_{\text{had}}$ is linear within this range of uncertainty.

8.5 Tests using other impact parameter and vertex tag algorithms

Two tests were performed to assess a possible bias introduced by the lifetime tag algorithm employed.
For both a forward multiplicity cut at two or more and three or more tracks, the significance cut was varied between 1.5 and 4.5. This covers a large area in the efficiency versus purity plane. The results for $\Gamma_{b\bar{b}}/\Gamma_{\text{had}}$ for some of these cut values are listed in Table 7. They are all compatible within the relative statistical uncertainty with the $\Gamma_{b\bar{b}}/\Gamma_{\text{had}}$ result at the nominal forward multiplicity cut values. Note that the $\Gamma_{b\bar{b}}/\Gamma_{\text{had}}$ values obtained at small significance values, such as $S_{\text{min}}^{\text{min}} \geq 1.5$, are affected by larger systematic uncertainties from $\kappa$ than those of the nominal point. Nevertheless, all results are compatible with the nominal point within the relative statistical errors only.

As a second test a secondary vertex finder was used to form a tag using decay length significance. In this case, the significance is defined as the distance between the primary and the secondary vertex candidate divided by the uncertainty on this distance. The vertex finder takes all tracks inside a jet and forms a common vertex. Subsequently tracks with the largest $\chi^2$ contribution are dropped successively from the fit until only tracks contributing less than 4.0 to the $\chi^2$ are left. The remaining tracks are used to fit the position of the candidate secondary vertex. If less than four tracks are left, the fit is deemed to have failed. The vertex finding method showed little variation in $\Gamma_{b\bar{b}}/\Gamma_{\text{had}} (\pm 0.003)$, when varying the decay length significance cut between 6.0 and 14.0. As a representative point, the $\Gamma_{b\bar{b}}/\Gamma_{\text{had}}$ value obtained for a decay length significance cut of 10.0 is $\Gamma_{b\bar{b}}/\Gamma_{\text{had}} = 0.221^{+0.016}_{-0.011}$.

None of the lifetime tag techniques presented above gave deviations beyond those expected from statistical fluctuations. Therefore no additional systematic uncertainty is assigned due to variations when using different lifetime taggers.

### 8.6 Electrons and muons as separate tags

The equations (2) to (4) can be generalised to the case in which the lepton tag is divided into a separate electron and muon tag. In that case three single hemisphere tagging fractions, three double and three mixed tag fractions are obtained.

When the electrons and muons are treated as independent tags a value for $\Gamma_{b\bar{b}}/\Gamma_{\text{had}}$ of $0.218 \pm 0.006$ is obtained with a $\chi^2$ of 6 for 14 degrees of freedom. Taking only electrons as lepton tags leads to $\Gamma_{b\bar{b}}/\Gamma_{\text{had}} = 0.222 \pm 0.011$, while muons only result in $\Gamma_{b\bar{b}}/\Gamma_{\text{had}} = 0.213 \pm 0.009$, where the $\chi^2$ values are 2.5 and 1.5 for five degrees of freedom respectively. Note that the weighted average of the results for the electron and muon tags separately is not expected to reproduce the combined result exactly.
because events in which one hemisphere is tagged by an electron and the other by a muon are not considered when electron and muon tags are treated separately.

9 Combination with previously published OPAL results

This measurement of $\Gamma_{\bar{b}b}/\Gamma_{\text{had}}$ can be combined, according to the method described in [30], with previously published OPAL measurements from single electrons and muons [4], and an impact parameter method [6]. Table 8 contains the relative uncertainties separated according to source for the four measurements that are combined. Except for the statistical errors, errors on the same line are taken to be fully correlated between the measurements. Full statistical correlation between the single lepton tag results and the mixed tag result is assumed for the leptons within the common kinematic region. This leads to correlation coefficients of 0.50 and 0.58 between the analysis presented here and the single electron and muon tag analysis respectively. Also full correlation is assumed between the impact parameter statistical error and the statistical error component coming from the impact parameter tags in the 1990 data in the mixed tag, giving a correlation coefficient of 0.36. The average and its errors are not very sensitive to the precise assumptions on the above mentioned correlations and do not vary outside the quoted precision for extreme assumptions of these statistical correlations. The error from $\Gamma_{\bar{c}c}/\Gamma_{\text{had}}$ is included in deriving the weights. The resulting average is:

$$\frac{\Gamma_{\bar{b}b}}{\Gamma_{\text{had}}} = 0.220 \pm 0.004 \text{ (stat)} \pm 0.006 \text{ (syst)},$$

and a change of $\Delta \Gamma_{\bar{b}b}/\Gamma_{\text{had}} = \pm 22\%$ results in a change of $\Delta \Gamma_{\bar{b}b}/\Gamma_{\text{had}} = \mp 0.006$, where the dependence is linear in this range. The weight of each individual measurement in the average is given at the bottom of Table 8. When the errors due to $\Gamma_{\bar{c}c}/\Gamma_{\text{had}}$ are ignored, the combined result does not deviate from the above value outside the quoted precision. In this case the relative weights for the single electron, the single muon, the impact parameter and this measurement become 14%: 12%: 39%: 36%.

A recent OPAL measurement that involves the fitting of the single and double lepton $p$ and $p_T$ spectra gives $\Gamma_{\bar{b}b}/\Gamma_{\text{had}} = 0.222 \pm 0.011\text{(stat)} \pm 0.007\text{(syst)}$ [5]. This measurement is compatible with the above average. It is not included in the average, because of the large statistical correlation with the measurement presented in this paper.

10 Conclusions

The value of $\Gamma_{\bar{b}b}/\Gamma_{\text{had}}$ as measured with the mixed tag method is:

$$\frac{\Gamma_{\bar{b}b}}{\Gamma_{\text{had}}} = 0.218 \pm 0.006 \text{ (stat)} \pm 0.007 \text{ (syst)} \pm 0.007 \left( \Gamma_{\bar{c}c}/\Gamma_{\text{had}} \right),$$

where the first systematic uncertainty is specific to this analysis and the second systematic error is due to uncertainties in the $Z^0 \rightarrow \bar{c}c$ partial width.

This measurement of $\Gamma_{\bar{b}b}/\Gamma_{\text{had}}$ can be combined with previous OPAL measurements giving:

$$\frac{\Gamma_{\bar{b}b}}{\Gamma_{\text{had}}} = 0.220 \pm 0.004 \text{ (stat)} \pm 0.006 \text{ (syst)} \pm 0.006 \left( \Gamma_{\bar{c}c}/\Gamma_{\text{had}} \right),$$

The dependence of $\Gamma_{\bar{b}b}/\Gamma_{\text{had}}$ on $\Gamma_{\bar{c}c}/\Gamma_{\text{had}}$ is described by the linear relation $\Delta \Gamma_{\bar{b}b}/\Gamma_{\text{had}} = -0.114 \Delta \Gamma_{\bar{c}c}/\Gamma_{\text{had}}$ in the range $0.13 < \Gamma_{\bar{c}c}/\Gamma_{\text{had}} < 0.21$.

The measured $\Gamma_{\bar{b}b}/\Gamma_{\text{had}}$ value is in good agreement with the Standard Model prediction of $\Gamma_{\bar{b}b}/\Gamma_{\text{had}} = 0.217$ for $M_{b\bar{b}} = 91.175 \text{ GeV}/c^2$, $M_{\text{top}} = 140 \text{ GeV}/c^2$, $M_{\text{Higgs}} = 300 \text{ GeV}/c^2$ and $\alpha_s(M_Z^2) = 0.12$ [22], and with previously published measurements [3, 4, 5, 6, 7, 8].
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Gamma_{b\tau}/\Gamma_{b\text{had}}$</td>
<td>0.216</td>
<td>0.224</td>
<td>0.222</td>
<td>0.218</td>
<td>0.220</td>
</tr>
<tr>
<td>experimental statistical error</td>
<td>1.4%</td>
<td>1.4%</td>
<td>3.2%</td>
<td>2.9%</td>
<td>1.8%</td>
</tr>
<tr>
<td>Monte Carlo statistical error</td>
<td>1.1%</td>
<td>1.2%</td>
<td>-</td>
<td>0.9%</td>
<td>0.7%</td>
</tr>
<tr>
<td>efficiency correlation</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.9%</td>
<td>0.2%</td>
</tr>
<tr>
<td>event selection efficiency</td>
<td>0.4%</td>
<td>0.4%</td>
<td>-</td>
<td>-</td>
<td>0.1%</td>
</tr>
<tr>
<td>bias due to kinematic cuts</td>
<td>-</td>
<td>-</td>
<td>1.8%</td>
<td>-</td>
<td>0.7%</td>
</tr>
<tr>
<td>event selection bias</td>
<td>0.3%</td>
<td>0.3%</td>
<td>0.3%</td>
<td>0.3%</td>
<td>0.3%</td>
</tr>
<tr>
<td>photon conversions</td>
<td>0.9%</td>
<td>-</td>
<td>-</td>
<td>0.8%</td>
<td>0.3%</td>
</tr>
<tr>
<td>electron hadronic background</td>
<td>0.2%</td>
<td>-</td>
<td>-</td>
<td>1.3%</td>
<td>0.4%</td>
</tr>
<tr>
<td>muon hadronic background</td>
<td>-</td>
<td>1.7%</td>
<td>-</td>
<td>1.3%</td>
<td>0.7%</td>
</tr>
<tr>
<td>electron id. eff. for b decays</td>
<td>2.9%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.4%</td>
</tr>
<tr>
<td>muon id. eff. for b decays</td>
<td>-</td>
<td>3.7%</td>
<td>-</td>
<td>-</td>
<td>0.8%</td>
</tr>
<tr>
<td>lepton id. eff. for background</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.7%</td>
<td>0.2%</td>
</tr>
<tr>
<td>electron radiation loss</td>
<td>0.8%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.1%</td>
</tr>
<tr>
<td>$\theta$ determination</td>
<td>-</td>
<td>0.4%</td>
<td>-</td>
<td>-</td>
<td>0.1%</td>
</tr>
<tr>
<td>tracking resolution</td>
<td>-</td>
<td>-</td>
<td>0.5%</td>
<td>0.2%</td>
<td>0.2%</td>
</tr>
<tr>
<td>tracking non-Gaussian tail</td>
<td>-</td>
<td>-</td>
<td>0.5%</td>
<td>-</td>
<td>0.2%</td>
</tr>
<tr>
<td>average beam spot</td>
<td>-</td>
<td>-</td>
<td>0.2%</td>
<td>0.2%</td>
<td>0.1%</td>
</tr>
<tr>
<td>$Br(b \to \ell)$</td>
<td>4.0%</td>
<td>4.2%</td>
<td>-</td>
<td>-</td>
<td>1.5%</td>
</tr>
<tr>
<td>$Br(b \to c \to \ell)$</td>
<td>1.9%</td>
<td>1.0%</td>
<td>-</td>
<td>-</td>
<td>0.5%</td>
</tr>
<tr>
<td>$Br(b \to J/\psi \to \ell)$</td>
<td>0.5%</td>
<td>0.4%</td>
<td>-</td>
<td>-</td>
<td>0.2%</td>
</tr>
<tr>
<td>$Br(b \to \tau \to \ell)$</td>
<td>0.6%</td>
<td>0.4%</td>
<td>-</td>
<td>-</td>
<td>0.2%</td>
</tr>
<tr>
<td>b semi-leptonic decay model</td>
<td>0.5%</td>
<td>0.3%</td>
<td>-</td>
<td>-</td>
<td>0.1%</td>
</tr>
<tr>
<td>b fragmentation</td>
<td>1.4%</td>
<td>1.2%</td>
<td>0.5%</td>
<td>0.4%</td>
<td>0.8%</td>
</tr>
<tr>
<td>b-flavoured hadron lifetime</td>
<td>-</td>
<td>-</td>
<td>0.5%</td>
<td>0.2%</td>
<td>0.2%</td>
</tr>
<tr>
<td>b decay multiplicity</td>
<td>-</td>
<td>-</td>
<td>1.8%</td>
<td>-</td>
<td>0.7%</td>
</tr>
<tr>
<td>c fragmentation</td>
<td>0.8%</td>
<td>0.3%</td>
<td>0.5%</td>
<td>0.9%</td>
<td>0.6%</td>
</tr>
<tr>
<td>$Br(c \to \ell)$</td>
<td>0.8%</td>
<td>0.5%</td>
<td>-</td>
<td>1.2%</td>
<td>0.5%</td>
</tr>
<tr>
<td>c decay model</td>
<td>0.9%</td>
<td>0.5%</td>
<td>-</td>
<td>1.4%</td>
<td>0.6%</td>
</tr>
<tr>
<td>$f(D^+) : f(D^0) : f(D_s) : f(A_s)$</td>
<td>0.5%</td>
<td>0.3%</td>
<td>0.9%</td>
<td>0.9%</td>
<td>0.7%</td>
</tr>
<tr>
<td>light flavour multiplicity</td>
<td>-</td>
<td>-</td>
<td>0.5%</td>
<td>-</td>
<td>0.2%</td>
</tr>
<tr>
<td>$K^0$ and hyperon production</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.2%</td>
<td>0.1%</td>
</tr>
<tr>
<td>event generator</td>
<td>-</td>
<td>-</td>
<td>1.8%</td>
<td>-</td>
<td>0.7%</td>
</tr>
<tr>
<td>b/c from fragmentation</td>
<td>0.5%</td>
<td>0.4%</td>
<td>-</td>
<td>-</td>
<td>0.2%</td>
</tr>
<tr>
<td>syst. error excl. $\Gamma_{b\tau}/\Gamma_{b\text{had}}$</td>
<td>6.0%</td>
<td>6.4%</td>
<td>3.5%</td>
<td>3.4%</td>
<td>2.9%</td>
</tr>
<tr>
<td>$\Gamma_{c\tau}/\Gamma_{c\text{had}}$</td>
<td>1.9%</td>
<td>1.2%</td>
<td>3.0%</td>
<td>3.2%</td>
<td>2.5%</td>
</tr>
<tr>
<td>total systematic error</td>
<td>6.3%</td>
<td>6.5%</td>
<td>4.7%</td>
<td>4.7%</td>
<td>3.8%</td>
</tr>
<tr>
<td>total error</td>
<td>6.5%</td>
<td>6.6%</td>
<td>5.6%</td>
<td>5.5%</td>
<td>4.2%</td>
</tr>
<tr>
<td>weight in average</td>
<td>15%</td>
<td>21%</td>
<td>38%</td>
<td>26%</td>
<td></td>
</tr>
</tbody>
</table>

Table 8: The uncertainties in the $\Gamma_{b\tau}/\Gamma_{b\text{had}}$ analyses that are combined. Those entries to which a measurement is not sensitive are marked by ‘\('.\)
The uncertainty due to $\Gamma_{\pi}/\Gamma_{\text{had}}$ is expected to decrease significantly as improved measurements are made. For the purposes of Standard Model fits, the relation given between $\Gamma_{\pi}/\Gamma_{\text{had}}$ and $\Gamma_{b\pi}/\Gamma_{\text{had}}$ allows the correlations to be included properly.

With an increase in statistics the selection criteria for lepton and vertex tags can be modified to give purer tagged samples. This will reduce the systematic uncertainty from charm production and decay. The use of only long decay lengths should decrease the uncertainty from correlated vertex tagging efficiencies in opposite hemispheres, because the uncertainty in the primary vertex position becomes relatively less important.
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