Optimal Hubbard models for materials with nonlocal Coulomb interactions: graphene, silicene and benzene
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To understand how nonlocal Coulomb interactions affect the phase diagram of correlated electron materials, we report on a method to approximate a correlated lattice model with nonlocal interactions by an effective Hubbard model with on-site interactions \( U^* \) only. The effective model is defined by the Peierls-Feynman-Bogoliubov variational principle. We find that the local part of the interaction \( U \) is reduced according to \( U^* = U - V \), where \( V \) is a weighted average of nonlocal interactions. For graphene, silicene and benzene we show that the nonlocal Coulomb interaction can decrease the effective local interaction by more than a factor of 2 in a wide doping range.

PACS numbers: 72.80.Rj; 73.20.Hb; 73.61.Wp

Low dimensional \( sp \)-electron systems like graphene, silicene and aromatic molecules feature simultaneously strong local and nonlocal Coulomb interactions. In graphene, for instance, the on-site interactions \( U/t \sim 3.3 \), the nearest neighbor Coulomb repulsion \( V/t \sim 2 \) as well as further sizable nonlocal Coulomb terms exceed the nearest neighbor hopping \( t = 2.8 \) eV [1]. Considering on-site interactions \( U/t \sim 3.3 \) alone would put graphene close to the boundary of a gapped spin-liquid [2], which could be even crossed by applying strain on the order of a few percent [3]. It is currently unclear, whether or not nonlocal Coulomb interaction stabilize the semimetallic Dirac phase in graphene. To judge the stability of the Dirac electron phase in graphene but also to understand Mott transitions on surfaces like Si:Si (111), a quantitative well defined link from models with strictly local interactions would yield the best approximation to the ground state of graphene. To rephrase the problem: It is unclear which Hubbard model with nonlocal interactions stabilize the semimetallic Dirac phase in graphene.

In this letter, we present a method to map a general Hubbard model with nonlocal Coulomb interactions onto an effective Hubbard model with on-site interactions \( U^* \) only. For graphene, silicene and benzene we show that nonlocal terms reduce the effective on-site interaction by more than a factor of two in a wide doping range around half filling. Thus, nonlocal Coulomb interactions are found to stabilize the Dirac electron phases in graphene and silicene against spin-liquid and antiferromagnetic phases. In the almost empty and nearly filled case we find, however, that even strictly repulsive nonlocal Coulomb interactions can effectively increase the local interactions.

The starting point is the extended Hubbard model

\[
H = - \sum_{i,j,\sigma} t_{ij} c_{i\sigma} \dagger c_{j\sigma} + U \sum_i n_{i\uparrow} n_{i\downarrow} + \frac{1}{2} \sum_{i \neq j, \sigma, \sigma'} V_{ij} n_{i\sigma} n_{j\sigma'},
\]

where \( t_{ij} \) are the hopping matrix elements. \( U \) and \( V_{ij} \) are the local and nonlocal Coulomb matrix elements, respectively. The goal is to map the Hamiltonian onto the effective model

\[
H^* = - \sum_{i,j,\sigma} t_{ij} c_{i\sigma} \dagger c_{j\sigma} + U^* \sum_i n_{i\uparrow} n_{i\downarrow}.
\]

The effective on-site interaction \( U^* \) shall be chosen such that the canonical density operator \( \rho^* = 1/Z^* e^{-\beta H^*} \) of the auxiliary system, where \( Z^* = \text{Tr} \{ e^{-\beta H^*} \} \) is the partition function, approximates the exact density operator \( \rho \) derived from \( H \) as close as possible. This requirement leads to the Peierls-Feynman-Bogoliubov variational principle [13–15] for the functional

\[
\tilde{\Phi}[\rho^*] = \Phi^* + \langle H - H^* \rangle^*,
\]

where \( \Phi^* = -\frac{1}{\beta} \ln Z^* \) is the free energy of the auxiliary system. \( \langle \cdots \rangle^* = \text{Tr} \rho^*(\cdots) \) denotes thermodynamic expectation values with respect to the auxiliary system. In the case of \( \rho^* = \rho \) the functional \( \tilde{\Phi}[\rho^*] \) becomes minimal and coincides with the free energy. The optimal \( U^* \) is thus obtained for minimal \( \tilde{\Phi}[\rho^*] = \tilde{\Phi}[U^*] \):

\[
\partial_{U^*} \tilde{\Phi}[U^*] = 0.
\]

By evaluating Eq. one finds

\[
U^* = U + \frac{1}{2} \sum_{i \neq j, \sigma, \sigma'} V_{ij} \frac{\partial}{\partial U^*} \langle n_{i\sigma} n_{j\sigma'} \rangle^*.
\]
leads to the sum rules 
\[ \sum_{N} \]
The conservation of the total electron number 
\[ \partial_{V} \langle n_{0 \uparrow} n_{0 \downarrow} \rangle^{\ast} = -N_{n} \partial_{V^{\ast}} \sum_{\sigma} \langle n_{0 \sigma} n_{1 \sigma} \rangle^{\ast}, \]
where \( N_{n} \) is the coordination number. Eq. (3) then yields
\[ U^{\ast} = U - V_{01}. \] (7)

This gives an estimate for the effective Coulomb interaction, without the need of numerical calculations but it follows from a severe approximation. The following numerical calculations show, however, that in a wide doping range around half filling Eq. (7) leads to values close to the exact ones (shown in Table I). Then, the nonlocal Coulomb interaction reduces the effective on-site interaction and therefore stabilizes the Fermi sea against transitions e.g. to a Mott insulator. Nevertheless, situations with negative \( \bar{V} \) can be constructed, as will be demonstrated for systems with nearly empty or almost filled bands further below.

When the approximation that electrons are only displaced to next neighbors is dropped, the derivatives of the correlation functions have to be calculated explicitly. This can be done approximately within the dynamical mean field theory (DMFT) and diagrammatic extensions like the Dual-Fermion approach. In certain cases also numerically exact calculations of the nonlocal charge correlation functions for instance by means of exact diagonalization (ED), determinant quantum Monte Carlo (DQMC) or density-matrix renormalization group methods (e.g. [19]) are possible.

In the following, we consider graphene, silicene and benzene by means of DQMC and ED. We used the DQMC implementation “QUantum Electron Simulation Toolbox” (QUEST 1.3.0) on a super cell to obtain the charge correlation functions that enter Eq. (4) for graphene and silicene at half filling. Furthermore, a different DQMC implementation was used to verify the results of the QUEST package. The Hubbard model with less than 8-9 sites can also be solved by exact diagonalization (ED). In this case a comparison with data obtained with DQMC shows excellent agreement.

To calculate \( U^{\ast} \) for realistic systems, we introduce values for the Coulomb interactions in the original model defined by Eq. (1). For graphene and silicene these values are calculated with the constrained random phase approximation (cRPA) like in [1]. For benzene, we use values from [21], which are obtained by fitting \( U \) and \( t \) to experimental spectra and calculating \( V_{ij} \) by Ohno interpolation, which reads
\[ V_{ij}(\varepsilon) = \frac{U}{\sqrt{1 + (\alpha \varepsilon r_{ij})^{2}}} \] (8)

with \( \alpha = U/e^{2} \). The nonlocal Coulomb interaction can be tuned by an additional variable screening \( \varepsilon \) ranging from 0 to \( \infty \). \( \varepsilon = \infty \) corresponds to purely local interactions.
and ε = 0 to ultimately nonlocal interactions with matrix elements not decaying with distance between sites, ε = 1 corresponds to the model of benzene proposed in [24]. For all systems the values of the initial Coulomb interactions are given in Table I.

For a honeycomb lattice at half filling the U* derivatives of the correlation functions ∂Uj∗⟨n0jnj∗⟩ at U* = 2t are shown in Fig. 2a) [26]. In this particular case, ∂Uj∗⟨n0jnj∗⟩ changes sign with both sublattice and spin indices. Generally, |∂Uj∗⟨n0jnjl⟩| with opposite spins exceeds the equal spin case |∂Uj∗⟨n0jnjl⟩|. The derivatives decrease clearly with the distance between the sites i = 0 (thick drawn circles in the middle) and j. Thus, our numerical calculations show that upon increasing U* double occupancy is indeed reduced by displacing electrons to close by neighboring sites and support the scenario suggested in Fig. 1b).

The resulting values of the effective local Coulomb interaction U* for graphene, silicene and benzene are summarized in Table I. The local Coulomb interaction is decreased by a factor of larger than two in all cases. For both, graphene and silicene the renormalized on-site interactions are far away from the transition to a gapped spin liquid at U*/t = 3.5 [24]. The Dirac semimetal phase is thus stabilized by the nonlocal Coulomb interactions. We obtain the strongest renormalization of the on-site interaction for benzene. This is mostly due to the different ratio between local and nonlocal Coulomb interactions in benzene, V01/U = 0.72, as compared to V01/U = 0.56 for graphene [27] or V01/U = 0.55 for silicene.

It is interesting to see how the renormalization of the local Coulomb interaction depends on the filling of the system. Therefore, we study the model of benzene at arbitrary number of electrons N by means of ED. The initial Coulomb matrix elements entering Eq. 1 are assumed to be doping independent. The results for the filling dependent U*/t in benzene for different strengths of the nonlocal Coulomb interaction Vj(ε) from Eq. 8 are shown in Fig. 3. Clearly doping in the range of 4 ≤ N ≤ 8 has only little effect on U*. This doping range corresponds to changing the number of electrons on the order of ±1/3 per atom and thus covers fully the range of dopings which can be achieved in graphene by means of gate voltages or adsorbates.

Strong differences to the half-filled case arise however for extreme doping (N=2,10), i.e. close to the nearly empty / almost completely filled case. The reduction of the effective local interaction U* is considerably weaker (Fig. 3b)). For a stronger initial on-site interaction (U = 7.92t) U* even exceeds the initial on-site interaction by a factor of up to U*/U ≈ 1.3 (Fig. 3b)). The physical origin of the behavior is illustrated in Fig. 4). In a dilute system, two electronic wave packets can minimize their Coulomb energy by simply avoiding each other in real space while staying delocalized over many lattice spacings at the same time. For such delocalized wave packages the effect of on-site and e.g. nearest neighbor Coulomb interactions becomes very similar and the on-site interaction U* is increased by V.
This effect, can be generally expected in nearly empty and almost filled systems: Fig. 4 shows the $U^*$ derivatives of charge correlation functions in a $5 \times 5$ supercell of a honeycomb lattice occupied by $N = 2$ electrons in total. Most importantly, $\partial \langle n_{0\uparrow} n_{j\downarrow} \rangle^*/\partial U$ shows pronounced differences to the half filled case. In addition to a suppression of double occupancy by increased $U^*$ (i.e. $\partial \langle n_{0\uparrow} n_{0\downarrow} \rangle^*/\partial U < 0$ as in the half filled case) $\partial \langle n_{0\uparrow} n_{j\downarrow} \rangle^*/\partial U$ is negative in the vicinity of $j = 0$, too. Increasing local interactions with an electron at site $j = 0$ expel other electrons also from its vicinity. This corresponds to the process depicted in Fig. 1b) and leads to effective on-site interactions being increased by non-local Coulomb terms. This can be understood in terms of Wigner crystallization [28]. In the full model the Coulomb energy wins over the kinetic energy for low electron/hole densities. Thus the carriers tend to localize. To approach a Wigner crystal also in the auxiliary model, the effective local interaction is increased such that interaction energy dominates over kinetic energy.

Finally, the question arises how accurate the effective model reflects the physical properties of the original model. The phase diagram of the extended Hubbard model on the honeycomb lattice includes an antiferromagnetic (AF), a semimetal (SM) and a charge density wave (CDW) phase [29], while the Hubbard model with strictly local interactions only features the first two phases. Similarly, if the system is in a quantum Hall regime, i.e. presence of strong magnetic fields, there are some many-body phenomena like the formation of stripes where the long-range tails of the Coulomb interaction are crucially important. In situations with such charge inhomogeneities the auxiliary model can likely fail to provide a physically correct description of the original system. If the parameters of the extended model are, however, clearly inside the AF or the SM phase, the effective model will likely approximate the physical properties of the original model quite well.

We illustrate this expectation with the example of modified benzene. In this model, the nonlocal Coulomb interaction $V_{ij}$ are calculated with the Ohno interpolation [30]. A comparison of the spin $\langle S_{ij}^z \rangle = \langle (n_{i\uparrow} - n_{i\downarrow})(n_{j\uparrow} - n_{j\downarrow}) \rangle$ and the density correlation functions $\langle \rho_{ij}^\downarrow \rangle = \langle (n_{i\uparrow} + n_{i\downarrow})(n_{j\uparrow} + n_{j\downarrow}) \rangle$ for the extended and the auxiliary local Hubbard model are shown in Fig. 4. The correlation functions have been calculated by exact diagonalization for, both, the original and the effective model. For $\varepsilon = 0$ and $\varepsilon \to \infty$ (non-interacting and local limit, respectively) the correlation functions of the effective and original model coincide as they should. CDW physics would manifest in $\langle \rho_{ij}^\downarrow \rangle$ and here we find indeed some differences of $\langle \rho_{ij}^\downarrow \rangle$ for the effective and the auxiliary model for intermediate screening ($\varepsilon \sim 1$). However, nearly no deviation of $\langle S_{ij}^z \rangle$ between the extended and effective model is found. This behavior is found for all fillings and also different initial local interactions $U$ [22].

Figure 4. (Color online) Correlation as functions of the screening for the extended Hubbard model (continuous lines) and the effective Hubbard model (broken lines) for benzene. The left panel shows spin correlation $\langle S_{ij}^z \rangle$ and the right panel shows density correlation $\langle \rho_{ij}^\downarrow \rangle$. $\langle S_{ij}^z \rangle$ is virtually the same for the effective and original model. The parameters for the original model are $U = 10.06 \text{ eV}$, $t_{\text{orig}} = 2.539 \text{ eV}$ and $V(\varepsilon)$ is calculated by Eq. (3). $U^*(\varepsilon)$ is calculated by (4) while $t_{\text{eff}} = t_{\text{orig}}$.

We thus expect that transitions into phases like an AF insulator (or a Mott insulator) will be very well described by the effective model.

In conclusion, a systematic map from lattice models with nonlocal Coulomb interactions to effective Hubbard models with strictly local Coulomb interactions $U^*$ is derived. The physical properties of the effective model reflect the original system nicely, especially regarding spin related properties. We find that the nonlocal Coulomb interactions can significantly renormalize the effective on-site interaction $U^*$ as compared to the original local $U$. In the cases of graphene and silicene our calculations yield $U^*/U < 0.5$ for half filling. Thus, the nonlocal Coulomb interactions stabilize the Dirac semimetallic phases in these materials against transitions to a gapped spin liquid or an antiferromagnetic insulator. In defective graphene or at edges local Coulomb interactions can lead to the formation of magnetic moments [30, 31]. When describing these situations in terms of the Hubbard model, the value of $U^* = 1.6t$ obtained here should be used. Whether or not a Hubbard model is generally appropriate to describe the physical properties of graphene is still a matter of debate and depends on the observable of interest. Our results suggest that a Hubbard model should be useful to judge the occurrence of edge magnetism and of AF insulator phases. Furthermore, our work indicates that nonlocal Coulomb interactions will, in general, significantly weaken local correlation effects in $sp$-electron materials in a wide doping range. Additionally we have shown that for extreme low carrier densities (in the vicinity of the Wigner crystal instability) non local interactions can increase the effective local interaction. Such
systems should be realizable e.g. in any weakly doped semiconductor. It is interesting to see how the renormalization of effective on-site interactions generalizes to heterostructures with modified bands and additional van Hove singularities like in twisted bilayer graphene, gated (gapped) bilayer or to quantum Hall systems depending on Landau level filling factors.
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In this supporting material we provide additional detail regarding technical details of our calculations. The convergence with respect to real space cut-offs is discussed. In addition a filling dependent comparison of spin and density correlation functions derived from the auxiliary and original model is given.

I. REAL SPACE CONVERGENCE OF THE EFFECTIVE INTERACTION

For translational invariant systems the equation for the effective interaction (Eq. (5) in the main paper) includes a sum of derivatives of the correlation functions times the non-local Coulomb interaction over all neighbors \( j \neq 0 \). The spatial convergence depends on the \( r \) dependence of the correlation function and that of the nonlocal Coulomb interaction \( V_{0j} \). The Coulomb interaction decays asymptotically like \( 1/r \). The derivatives fall off rather quickly and their sign changes with the sublattice. Altogether a quick convergence can be expected: Fig. I shows the results of the evaluation of Eq. (5) for different cutoff radii \( r_c \) for graphene and silicene respectively. \( r_c \) is the distance between the sites with indexes \( i = 0 \) and \( j \). The error bars are determined by the statistical errors of the DQMC calculations. As could be already expected from the \( \partial U^* \langle n_{i\uparrow} n_{j\sigma} \rangle^* \)-terms depicted in Fig. 2, the nearest neighbor Coulomb interaction has the strongest impact on the renormalization of the on-site term \( U^* \). Thus, the approximation of neglecting all non nearest neighbors terms is quite reasonable, here.

Contributions from the same sublattice as the site \( i = 0 \) tend to increase \( U^* \) and those from the other sublattice decrease \( U^* \). It is obviously sufficient to introduce the cutoff after the fourth nearest neighbors.

II. RELIABILITY OF THE METHOD IN DEPENDENCE OF THE FILLING FOR BENZENE

This section provides a comparison of the spin and density correlation functions for the auxiliary and original model, to judge the reliability of our method for benzene. Fig. S2 shows the spin correlation function and density correlation function for all fillings and two different values of the original Coulomb interaction \( U \) for the effective and original model. The fact, that the spin correlation is reflected better than the density correlation is valid for all fillings and both \( U \) values. However, both the spin and the density correlation function of the effective system show only small deviations from the original ones. Thus, the effective model reflects the physical properties of the original model nicely for all fillings.
Figure S1. (Color online) Effective Coulomb interaction $U^*$ for graphene and silicene against the position of the cutoff used to evaluate Eq. (5).
Figure S2. Comparison of the spin and density correlation function for modified benzene. The left panels show results for $U = 3.96t$, the right panels show results for $U = 7.92t$. From top to bottom, the panels show results for different fillings.