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Abstract

Nowadays, analytical instruments that produce a data matrix for one chemical sample enjoy a widespread popularity. However, for a successful analysis of these data an accurate estimate of the pseudorank of the matrix is often a crucial prerequisite. A large number of methods for estimating the pseudorank are based on the eigenvalues obtained from principal component analysis (PCA). In this paper methods are discussed that exploit the essential similarity between the residuals of PCA of the test data matrix and the elements of a random matrix. In the literature of PCA these methods are commonly denoted as parallel analysis. Attention is paid to several aspects that have to be considered when applying such methods. For some of these aspects asymptotic results can be found in the statistical literature. In this study Monte Carlo simulations are used to investigate the practical implications of these theoretical results. It is shown that for sufficiently large matrices the distribution of the measurement error does not significantly influence the results. Down to a very small signal-to-noise ratio the ratio of the number of rows and the number of columns constitutes the major influence on the expected value of the eigenvalues associated with the residuals. The consequences are illustrated for two functions of the eigenvalues, i.e. the logarithm of the eigenvalues and Malinowski’s reduced eigenvalues. Both methods are graphical and have been applied in the past with considerable success for a variety of data. Malinowski’s reduced eigenvalues are of special interest since they have been used to construct an F-test. Finally, a modification is proposed for pseudorank estimation methods that are based on the principle of parallel analysis.

1. Introduction

It is becoming common practice that modern analytical instruments produce a large amount of data for one chemical sample. This development has inspired chemometricians to introduce new multivariate techniques and extend existing ones, especially for the purpose of calibration [1]. In this area it is also proposed to classify the techniques according to the order of the data that are analyzed: zero-order data are scalars, first-order data are vectors and second-order data are matrices. The use of first-order data enables the quantitation of an analyte in the presence of an interfering signal that is accounted for in the model. This is the so-called first-order advantage. The use of second-order data enables the quantitation of an analyte in the presence of an interfering signal that is not accounted for in the model [1]. This is the so-called second-order advantage. The importance of the second-order advantage cannot be overstrained, especially since the techniques developed for exploiting this advantage only need one calibration sample for the analysis of the test sample.

For many techniques that handle second-order data the concept of pseudorank is of pivotal importance. The pseudorank is defined as the mathematical rank of the matrix in the absence of noise. Finding a good estimate
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for the pseudorank is often critical for the overall success of the data analysis. In practice, this may lead to problems that are far from trivial, since the analytical instrument is usually not optimized for the measurement of a specific sample. Instead, a large data matrix is produced in order to determine only a few parameters, e.g. the concentrations and the physical descriptors (elution profile, spectrum) of the analytes. It is not uncommon that the data are overdetermined by orders of magnitude. Stated otherwise: the information contained by the resulting data matrix is highly redundant. Or equivalently, there is a large number of linear relations constraining the data within the level of the noise. Redundancy leads to ill-conditioned problems which e.g. in the field of calibration invariably accumulate to the inversion of a nearly singular matrix. The inversion should be carried out in a space of lower dimension in order to avoid excessive error propagation. This dimension is preferably equal to the pseudorank of the data matrix. An overestimate leads to unnecessary error propagation whereas an underestimate leads to loss of information, especially information concerning the minor substituents. Thus it seems appropriate to consider the problem of pseudorank estimation as a serious second-order disadvantage. It is important to note that the technique of rank annihilation factor analysis (RAFA) can accommodate for a small overestimate of the pseudorank [2]. This empirical result has very recently been given a theoretical basis by the derivation of the appropriate variance and bias expressions [3].

An important class of pseudorank estimation methods is based on principal component analysis (PCA). PCA is a multivariate technique that finds new axes that span the space of the data matrix in an optimal way. The projection of the data swarm onto the first principal axis gives the best least-squares reproduction of the data in a one-dimensional space. The projection of the data swarm onto the plane spanned by the first two principal axes gives the best least-squares reproduction of the data in a two-dimensional space. In general, each axis successively accounts for a maximum amount of variation in the data by minimizing the residuals. Using PCA it is possible to retain the systematic part of the variation in the first axes, the so-called primary principal components (PCs), while most of the noise is described by the remaining axes, the so-called secondary PCs. This is the essential result of Malinowski's theory of errors for PCA [4]. PCA is also often referred to as abstract factor analysis (AFA) since it leads to an abstract decomposition of the data matrix.

It is often overlooked that determining the pseudorank is not necessarily a difficult task. In another paper [5] it is shown that parametric methods may be put to effective use if a dependable estimate of the standard deviation of the noise is available. Parametric methods have the advantage of replacing subjective decision rules by a formal significance test. This is illustrated for data matrices presented in the literature for testing the adequacy of a new pseudorank estimation method. If some considerations about the measurement error are met (i.e. uncorrelated and homoscedastic) it is possible to obtain accurate confidence levels for the primary PCs using a parametric method. Thus it may even be concluded that in favorable cases the correct procedure constitutes of applying a parametric method.

In the past several methods have been proposed that are based on the eigenvalues of PCA. In this paper the focus will be on a certain class of methods that does not depend on prior knowledge about the standard deviation of the noise and may therefore be classified as non-parametric. These methods try to exploit the essential similarity between the residuals of PCA of the test data matrix, i.e. the data matrix under consideration, and the elements of a random matrix. This similarity is assumed to be carried over to the corresponding eigenvalues of PCA. Methods based on comparison of (functions of) the eigenvalues of random matrices are commonly denoted as parallel analysis [6].

Several aspects have to be considered when applying such methods. For some of these aspects asymptotic results can be found in the statistical literature. These results usually concern the matrix size or the signal-to-noise ratio. However, asymptotic results derived for infinitely large matrices with infinitely large signal-to-noise ratio are not very useful for the analytical chemist who wishes to analyze a matrix of a specific size with a finite signal-to-noise ratio. Thus in order to investigate the practical implications of these theoretical results one will have to perform an evaluation for a variety of matrix sizes and signal-to-noise ratios. This evaluation is carried out by performing Monte Carlo simulations. Deviations from 'ideal behavior' resulting from finite sized data matrices with finite signal-to-noise ratio will be compared with the inherent variability of the eigenvalues given by the standard error.
Deviations from ideal behavior can be tolerated if they are (sufficiently) smaller than the standard error. Furthermore, in practice it is not justified to make strong assumptions about the distribution of the noise. (A vast majority of the theory in multivariate statistics is developed around the assumption of normally distributed errors.) Thus it is necessary to test the influence of the distribution. The distributions that are investigated only have in common that they are symmetric around the mean. It is emphasized that homoscedastic noise is simulated. Otherwise, weighted PCA should be used [6]. Moreover, the effect of outliers will not be investigated. If outliers are expected to be important, robust estimation of PCs becomes mandatory [6]. Neglecting heteroscedasticity and outlying data simplifies reality without immediately leading to trivial or meaningless results. Many of the conclusions based on these simulations are e.g. also relevant for the multivariate detection limit very recently developed by Liang et al. [7] for chromatographic data. This detection limit is based on the resampling of so-called zero-component regions. In this way random matrices are constructed by sampling an 'experimental' distribution. Thus the simulations described in this paper can be attributed to hold a place between the restrictive normal assumption and the method of Liang et al. which is completely free of assumptions. Discrepancies due to the use of different distributions will also be compared to the standard error in the eigenvalues.

By combining the theoretical and numerical results, two functions of the eigenvalues that have been proposed in the past as pseudorank estimation method will be evaluated. These functions are the logarithm of the eigenvalues [8] and Malinowski's reduced eigenvalues [9]. The logarithm of the eigenvalues are reported to yield a straight line for the secondary PCs whereas the reduced eigenvalues should be constant in that region. This important property of the reduced eigenvalues has recently led to the construction of an F-test [10,11]. In this paper the assumption is tested that the reduced eigenvalues are constant for the secondary PCs. In another paper [5] the number of degrees of freedom can be used for the F-test is discussed.

Finally, a modification is proposed for pseudorank estimation methods that are based on the principle of parallel analysis. In this modification the size of the random matrices is varied in order to account for the loss of degrees of freedom due to the systematic contribution to the data. The modification is therefore iterative in nature in contrast to the old methods where random matrices are generated that have the same size as the test data matrix.

It should be noted that throughout this paper it is assumed that the elements of the data matrix are unknown constants contaminated with measurement error [12]. This is the case for second-order data, e.g. high-performance liquid chromatography with a diode array–UV/Visible spectrophotometer as a detector: the data matrix is obtained for one chemical sample. The situation may be different if the data matrix is constructed from first-order data. In that case the row index usually corresponds to an object whereas the column index corresponds to a variable and the elements denote the observations made. Since the objects are randomly drawn from a population, an additional error is present in the resulting data matrix, the so-called sampling error (selecting other objects by chance leads to a different data matrix). The relative importance of the sampling error depends on the number of objects and the standard deviation of the measurement noise [13]. Examples of this kind of data are abundant, especially in the field of pattern recognition [14]. The work of Duewer and Kowalski [15] is one of the very few studies that involve both sampling error and measurement error. In this paper we will confine ourselves to the effect of the measurement error. For second-order data like the popular spectrochromatograms mentioned above data pre-processing other than background subtraction and selection of a time and spectral window is not customary. Thus it is assumed that the test data matrix is open and no mean centering has taken place ('covariance about the origin'). The consequences of closure and mean centering for the estimated pseudorank have recently been discussed by Pell et al. [16].

The following notation will be adopted throughout this paper. Bold upper-case letters will denote matrices, e.g. \( \mathbf{M} \). Bold lowercase italic letters will denote column vectors, e.g. \( \mathbf{v} \). Matrix and vector transposition are indicated by a superior 'T', e.g. \( \mathbf{M}^T \) and \( \mathbf{v}^T \). Italic letters (uppercase as well as lowercase) will denote scalars, e.g. \( M_{ij} \) is the element in row \( i \) and column \( j \) of \( \mathbf{M} \). The elements of diagonal matrices, e.g. \( \lambda_{aa} \) and \( \theta_{a} \), are denoted by lower case letters with one index indicating the position on the diagonal, e.g. \( \lambda_a \) and \( \theta_a \).
2. Theory

This section is organized so that first it is discussed how PCA and the related singular value decomposition (SVD) can be used to reveal the pseudorank, i.e. the essential dimension of the data matrix. Next, the difficult problem of the number of degrees of freedom in PCA is treated. In parallel analysis it is assumed that the secondary eigenvalues of the test data matrix can be approximated by the eigenvalues of a random matrix with the same size \cite{6}. However, Mandel \cite{17} has shown that ideally the (random) reference matrices should have the same number of degrees of freedom instead of the same size. (As a matter of fact this result will be used here to develop a modification of parallel analysis.) In the following part attention is paid to the fact that the application of such methods is always complicated by the systematic variation in the data because it affects the distribution of the secondary eigenvalues. This in turn will be of immediate consequence for theoretical predictions about the primary eigenvalues. (This insight can be seen as a useful byproduct of the current investigation.) Next, theoretical results from multivariate statistics are shown that indicate the importance of the ratio of the number of rows and columns for the distribution of the eigenvalues of a random matrix. This ratio will be denoted as the divergence coefficient $d$. The expected influence of the distribution of the noise is also shortly discussed. Next, three methods will be discussed that are based on the expected behavior of the eigenvalues of random matrices: the logarithm of the eigenvalues \cite{8}, Malinowski's reduced eigenvalues \cite{9} and the $F$-test based on Malinowski's reduced eigenvalues \cite{10,11}. At the end of this section, Mandel's 'reduced eigenvalues' are briefly introduced followed by an outline of the proposed modification of parallel analysis.

2.1. Principal component analysis (PCA) and singular value decomposition (SVD)

Algebraically, PCA comes down to performing an eigenvalue decomposition (EVD) of one of the cross-products of the data matrix $M$, i.e. $M^TM$ or $MM^T$. If the objective of PCA is the estimation of the pseudorank, it is customary to analyze the smallest of the two matrices. Let the data points be arranged in such a way that the number of rows $I$ is larger than the number of columns $J$, then PCA calculates the following decomposition:

\[ M^TM = VAV^T \]  

(1)

Since $M^TM$ is symmetric, the columns of $V$ are orthogonal eigenvectors in $R^J$ and the diagonal elements of $A$, the eigenvalues $\lambda_a$, are real numbers arranged in non-increasing order. Furthermore, in the presence of noise, $M^TM$ is a positive definite matrix so that the eigenvalues are all positive.

The following identities show that PCA leads to an apportionment of the total sum of squares of the data matrix to the eigenvalues:

\[ \sum_{i=1}^I \sum_{j=1}^J M_{ij}^2 = \text{tr}[M^TM] = \text{tr}[V^TMV] = \sum_{a=1}^J \lambda_a \]  

(2)

where $\text{tr}[\ ]$ denotes the trace of a matrix. According to Malinowski \cite{4} only the largest eigenvalues represent systematic variation whereas the remaining eigenvalues represent noise. If the signal-to-noise ratio is large, simple inspection of the size of the eigenvalues leads to a reliable estimate of the pseudorank of $M$. In the past several functions of the eigenvalues have been proposed in order to facilitate this task in cases where the signal-to-noise ratio is intermediate or low.

Another group of methods has been developed that tries to exploit the characteristics of the eigenvectors $v_a$. Important examples are the frequency distribution of the Fourier transformed eigenvectors \cite{18} and canonical correlation analysis \cite{19}. The primary argument is that the eigenvectors contain more information, since the eigenvalues are merely single numbers. This argument is, however, not sufficient to unconditionally prefer the eigenvector-based methods, since the precision of an eigenvalue is better than that of the associated eigenvector. This is immediately clear if we consider e.g. the way an eigenvalue-eigenvector pair is calculated by the power method. At convergence the following holds:

\[ \|M^TMv_a\|_E = \|z_a\|_E = \lambda_a \]  

(3)

where $\| \|_E$ represents the Euclidean vector norm and $z_a$ is the converged iterate. Since the eigenvalue $\lambda_a$ is found from the Euclidean vector norm of $z_a$, some noise averaging will take place. Thus $\lambda_a$ is expected to be more precise than the individual elements of $v_a$, the
normalized converged iterate. The effect should be particularly notable if \( J \gg 1 \) (a common situation for data in analytical chemistry) and we merely show this qualitative argument to justify why only eigenvalue-based methods are considered in this paper.

A computationally very stable alternative to the EVD of a cross-product matrix is given by the SVD of the original data matrix:

\[
\mathbf{M} = \mathbf{U} \mathbf{\Sigma} \mathbf{V}^T = \mathbf{U} \mathbf{A}^{1/2} \mathbf{V}^T
\]  

where the columns of \( \mathbf{U} \) are orthonormal vectors in \( \mathbb{R}^J \).

(They are in fact normalized eigenvectors of \( \mathbf{M} \mathbf{M}^T \).) The diagonal elements of \( \mathbf{\Sigma} \), the singular values \( \theta_a \), are (by convention) the positive square roots of the eigenvalues \( \lambda_a \). Using the SVD, the element-wise representation of \( \mathbf{M} \) becomes:

\[
M_{ij} = \sum_{a=1}^{J} U_{ia} \theta_a V_{ja}
\]  

Every term in the expansion of Eq. (5) successively improves the reproduction of the data according to the least-squares criterion. The SVD is useful for detecting near-dependencies (constraints) among the columns of \( \mathbf{M} \). Near-dependencies are indicated by the elements of the eigenvector \( \mathbf{v}_a \) associated with a small singular value \( \theta_a \). This is immediate from

\[
\| \mathbf{M} \mathbf{v}_a \|_E = \| \theta_a \mathbf{u}_a \|_E = \theta_a
\]

The vector \( \mathbf{M} \mathbf{v}_a \) is close to the null-vector if \( \theta_a \) is 'small'. For the practical worker, the key question is: how to relate the 'smallness' of \( \theta_a \) to the variation in the data contributed by the measurement error? It follows that pseudorank estimation can also be interpreted as finding the number of near-dependencies in the data. The subsequent analysis of the data should preferably be executed in a space from which all near-dependencies are removed.

2.2. Number of degrees of freedom

According to Eq. (2) the eigenvalues of a cross-product matrix represent a partitioning of the total sum of squares of the data matrix. Thus according to Mandel [17] it is more appropriate to speak about the 'portion trace explained by an eigenvalue' than the 'portion variance explained by an eigenvalue' which is common practice now.

In order to test the portion variance explained by each successive PC one needs to assess the number of degrees of freedom associated to a single eigenvalue. The question of the correct number of degrees of freedom amounts to one of the most intriguing problems of multivariate statistics [6]. We will summarize the essential results from the literature and hereby use the terminology that is common in analytical chemistry. Two numbers of degrees of freedom are considered separately. Let \( A \) denote the pseudorank of \( \mathbf{M} \) we wish to determine.

**Total number of degrees of freedom for the residuals**

First, there is the total number of degrees of freedom for the residuals. This number is \( (I-A)(J-A) \) if \( A \) significant PCs are extracted from the data. (In the case row, column or grand average are subtracted from the data, modifications of this number given by Mandel [17] should be used.) Dividing the sum of squares of the residuals by this number of degrees of freedom should give an accurate estimate of the variance of the noise, \( \sigma_{\mathbf{M}}^2 \):

\[
\hat{\sigma}_{\mathbf{M}}^2 = \frac{\sum_{a=A+1}^{J} \lambda_a}{(I-A)(J-A)}
\]

where the hat indicates that the variance is estimated. This is confirmed by different authors [12,17,20–22]. (Strictly speaking this is an asymptotic result: see below and the Results and Discussion section.) Note that this number is used in cross-validation for the primary as well as the secondary PCs [23]. (We will return to this point in the Results and Discussion section.) It is emphasized that it differs from the number that is used to evaluate the real error function [4], i.e. \( I(J-A) \). Several derivations can be found in the literature. A simple proof is given by Paatero and Tapper [11]: the \( I \times J \) pseudorank \( A \) data matrix is reproduced by the product of the \( I \times A \) score matrix \( \mathbf{S} = \mathbf{U} \mathbf{\Sigma} \), and

\[\text{In this paper the focus is on the residual variation and therefore only the degrees of freedom pertinent to the residual variation are discussed. Interestingly, Wold and Sjöström introduced an empirical function in their cross-validation procedure in order to account for the decreasing number of degrees of freedom due to the extraction of primary PCs [24]. This perfectly makes sense, since in cross-validation the PCs are examined in decreasing order of importance, while the methods discussed in this paper proceed backwards through the list of PCs.}\]
the $A \times J$ loading matrix $L = VT$. This reproduction is fixed up to an $A \times A$ transformation matrix. As a result one finds for the number of free variables for the $A$-dimensional PC model: $I \times J - I \times A - A \times J + A \times A = (I - A)(J - A)$. A formal proof based on projection matrices is given by Mandel [25]. It follows that the real error function gives estimates for the standard deviation of the noise that are biased low compared to the estimates obtained from Eq. (7).

Number of degrees of freedom of an individual secondary PC

Second, there is the number of degrees of freedom that is associated with an individual secondary PC. Mandel states that for the portion trace explained by an eigenvalue no equivalent exists for the number of degrees of freedom well known from the additive analysis of variance (ANOVA) model [17]. However, a number of degrees of freedom can be defined by recognizing that the expected value of a secondary eigenvalue $\lambda_a$ (as it represents a sum of squares), divided by an appropriate 'number of degrees of freedom' $\nu_a$, should be an unbiased estimate of the error variance $\sigma_M^2$. Thus $\nu_a$ should be related to $\sigma_M^2$ and $\lambda_a$ as

$$\hat{\sigma_M^2} = \frac{E[\lambda_a]}{\nu_a} \quad (8)$$

where $E[\cdot]$ denotes taking expectation. (As noted by Mandel the degrees of freedom for secondary PCs are generally not integral numbers.) Mandel’s degrees of freedom are determined by simulating a large number of random matrices of appropriate size for which the individual elements are drawn from some distribution with variance $\sigma_M^2 = 1$. The eigenvalues for these matrices are averaged and the average constitutes an estimate for the expected value in Eq. (8). The precision of this estimate depends on the number of matrices that has been generated. Since $\sigma_M^2 = 1$, the average eigenvalue automatically yields an estimate for the desired number of degrees of freedom. The degrees of freedom for the leading PCs of a variety of matrix sizes have been tabulated by Mandel. These numbers were obtained by simulating normally distributed noise and averaging the eigenvalues of 625 random matrices. Inserting these degrees of freedom in Eq. (8) gives an estimate of $\sigma_M^2$ for each secondary eigenvalue. Evidently, this estimate can be improved by ‘pooling’ the individual estimates [17].

A correct number of degrees of freedom has many applications apart from the cross-validation mentioned above, e.g. the evaluation of the Exner function [26] and the construction of fitting criteria in curve resolution [27]. It is one of the purposes of this paper to compare the number of degrees of freedom defined by Eq. (8) and the number of degrees of freedom implied by Malinowski’s reduced eigenvalues. (The discussion of Malinowski’s reduced eigenvalues is deferred to a later stage.)

2.3. Influence of the systematic variation in the data (signal-to-noise ratio) on the distribution of the secondary eigenvalues and the consequences for the validity of theoretical expressions for the primary eigenvalues

Let $\tau$ denote the minimum for the following ratio of successive PCs: $(\theta_a - \theta_{a+1})/\sigma_M$ for $1 \leq a \leq A$ where (by definition) $\theta_a = 0$ if $a > A$. Goodman and Haberman [22] have proved that after extracting the $A$ primary PCs the residual variation approaches a central $\chi^2$ distribution with $(I - A)(J - A)$ degrees of freedom if $\tau$ approaches $\infty$. Thus in the limiting case the number of degrees of freedom for the residuals previously given as $(I - A)(J - A)$ becomes essentially correct.

Immediately the question arises how this result can be exploited in practice. By performing Monte Carlo simulations Mandel [17] has found that the distribution of the secondary eigenvalues depends only little on the value of the primary eigenvalues. This means that the secondary eigenvalues of the $I \times J$ pseudorank $A$ test data matrix can adequately be approximated by the eigenvalues of an $(I - A)(J - A)$ random matrix. Johnson and Graybill [21] have confirmed Mandel’s numerical results. In this study we will relate the adequacy of the approximate number of degrees of freedom to the value of the signal-to-noise ratio which is — contrary to $\tau$ — a typical figure of merit in analytical chemistry.

The fact that a theoretical prediction for the secondary eigenvalues such as Eq. (7) is an asymptotic result is of direct consequence for the theoretical prediction of the influence of the measurement error on the primary eigenvalues. Random measurement errors lead to a standard error and bias in the primary eigenvalues that can be predicted if an estimate of $\sigma_M$ is available [22,13]. It is to be expected that these expressions will
not be valid if the distribution of the secondary eigenvalues is markedly different from the asymptotic distribution. This conjecture will be tested in the Results and Discussion section.

2.4. Influence of the divergence coefficient \( d \) of the matrix and the distribution of the noise

In a theoretical study of Grenander and Silverstein [28] the elements of the data matrix were allowed to take the values -1 and +1 exclusively (i.e. there is no systematic variation). This is the so-called random sign distribution. The cross-product matrix \( \mathbf{M}'\mathbf{M} \) was standardized by dividing all elements by the average eigenvalue. The probability density of finding any eigenvalue with value \( \lambda \) was derived for the standardized cross-product matrix of an infinitely large matrix (i.e. \( I \to \infty, J \to \infty \) and \( d \to I/J = \text{constant} \)). It was shown that the probability density function, \( f(\lambda) \), only depends on the divergence coefficient \( d \):

\[
 f(\lambda) = \frac{d\sqrt{(\lambda - b_1)(b_2 - \lambda)}}{2\pi\lambda} \quad \text{for} \quad b_1 < \lambda < b_2 \\
= 0 \quad \text{otherwise} \quad (9)
\]

The borders of the existence region of the eigenvalues are given by

\[
b_1 = (d + 1 - 2\sqrt{d})/d \quad \text{and} \quad b_2 = (d + 1 + 2\sqrt{d})/d.
\]

Plots of \( f(\lambda) \) are shown in Fig. 1 for various values of \( d \). For square matrices \( (d = 1) \) there is a relatively large probability of finding very small eigenvalues while for very large values of \( d \) the eigenvalues start to cluster around one. This is an indication that the standardized cross-product matrix approaches the unity matrix. For intermediate values of \( d \) the effect of chance correlations is clearly visible in this plot.

The results obtained for the random sign distribution might not seem very useful for practical applications. However, from the central limit theorem it is expected that if the number of rows \( I \) is ‘large enough’, the elements of \( \mathbf{M}'\mathbf{M} \) (standardized or not) approach the same distribution, irrespective of the distribution of the elements of \( \mathbf{M} \). In that case one would only have to assume that the elements of \( \mathbf{M} \) are independently distributed with some known mean and variance. (Thus only pathological distributions for which these parameters do not exist, e.g. the Cauchy distribution, are excluded from this discussion.)

Clearly, simulations are needed to assess how large the number of rows \( I \) should be before the results become sufficiently independent of the distribution of the noise. It should be noted that the probability distribution for the eigenvalues of a matrix with normally distributed elements has received more attention in the statistics literature [29]. However, we prefer to evaluate the practical usefulness of Eq. (9) because this expression is much simpler to interpret than the expression obtained from the normal assumption.

It is e.g. straightforward to obtain an expression for the expected spacing of the eigenvalues, since it should be inversely proportional to the probability density function given above. (If the density is large, the expected spacing should be correspondingly small and vice versa.) In nuclear physics the eigenvalues of random matrices have been studied in order to estimate the energies associated to the state of a system [30]. For this kind of applications it is obvious that the spacing is an important property. However, in the case of PCA the eigenvalues and the associated spacing do not have a clear interpretation 2. Still, it is interesting to introduce this concept because the postulated properties of the logarithm of the eigenvalues and reduced

---

2 The spacing of the eigenvalues does, however, play an important part in the error analysis of PCA [13,22]. An example is the asymptotic result for the distribution of the residuals mentioned earlier.
eigenvalues (see below) can directly be interpreted as a statement about the spacing of the original eigenvalues. While the properties for logarithm of the eigenvalues and reduced eigenvalues are derived from numerical experiments there is a well-established theoretical result for the spacing. This knowledge should be used when constructing the appropriate data for the simulations. In analytical practice one expects to find considerable differences in the shape of the probability density function of the eigenvalues because \( d \) varies over a broad range for the data obtained by different techniques. For fluorescence excitation emission data one typically encounters a value around 1, while for the analysis of so-called spectrochromatograms small windows in the chromatographic mode and a large number of sensors in the spectral mode may lead to values (much) larger than 10. It follows that systematic simulations should include a large range for the expected dominating factor, i.e. the divergence coefficient \( d \).

2.5. Logarithm of eigenvalues

Farmer [8] has found that a plot of the logarithm of the eigenvalue versus PC number may show three different regions: a straight line part of the so-called log-eigenvalue diagram which was attributed to random noise in the data, an upward deviation for the low-numbered PCs which was attributed to large scale patterns (systematic variation) and a downward deviation for the high-numbered PCs which was attributed to intercorrelations within the data. These conclusions were based on simulations of truly random data and serially correlated data (matrix size 200×30). The log-eigenvalue diagram has been introduced to analytical chemistry by Ohta [31]. The method proved to be successful in finding the correct dimension for simulated data (matrix size 64×31). Kormos and Waugh [32] applied the method to simulated data with varying signal-to-noise ratio (matrix size 520×10 and 600×10) and real data (matrix size 195×9). The results agreed with those obtained for Malinowski's indicator function [33]. It can be seen that the divergence coefficient \( d \) varies over an extreme range in these examples (2 < \( d \) < 60).

It should be noted that the straight line part in the log-eigenvalue diagram is equivalent to a constant value for the eigenvalue ratio. The eigenvalue ratio has already been thoroughly investigated by Hirsch et al. [34]. In this paper we prefer to discuss the logarithm of the eigenvalues for the following reason. In the Results and Discussion section we compile eigenvalues and standard errors for random matrices. These eigenvalues are useful for the evaluation of functions of the eigenvalues. The associated standard errors can, however, only be used to evaluate the standard error in the function of a single eigenvalue because the eigenvalues are not independent. In a previous paper it was shown that the eigenvalues are uncorrelated to first-order approximation [13]. The amount of correlation is described by the higher-order contributions which primarily depend on the spacing between the eigenvalues. Monte Carlo simulations showed that the correlation between the primary eigenvalues is negligible if the signal-to-noise ratio is high [13]. The same results indicate that it is certainly not negligible for the secondary eigenvalues. (This reasoning automatically applies to the eigenvalues of random matrices.) The eigenvalue ratio, however, depends on two successive eigenvalues which should be anti-correlated: if one eigenvalue rises the adjacent eigenvalues tend to decrease and vice versa. Thus it is to be expected that the eigenvalue ratio method is less stable than might be deduced from the standard errors for the individual eigenvalues. Correlations can easily be estimated by simulations but it is very bothersome to present the resulting tables in a journal article.

2.6. Malinowski's reduced eigenvalues

Recently, Malinowski presented his theory of the distribution of the secondary eigenvalues resulting from PCA [9]. Numerical experiments showed that the expected value of the eigenvalues of random matrices is proportional to \((I-a+1)(J-a+1)\), where \( a \) is the number of the extracted PC. A pseudorank estimation method was developed by constructing reduced eigenvalues as

\[
REV_a = \frac{\lambda_a}{(I-a+1)(J-a+1)}
\]

and comparing their relative size. The reduced eigenvalues for the secondary PCs should be constant and the primary PCs are easily distinguished, since their associated reduced eigenvalues are larger. However, it was found that the ideal behavior is only obeyed by
uniform distributed noise. For normally distributed noise one large reduced eigenvalue may be present that does not follow the proposed distribution. (This observation is not confirmed by the present study: see Results and Discussion section.) The results for spectroscopic data were in accordance with earlier work.

The relationship between Malinowski’s reduced eigenvalues and the degrees of freedom defined by Eq. (8) is established as follows. Since the reduced eigenvalues should be constant for the secondary PCs, the denominator in Eq. (10) is proportional to the number of degrees of freedom of the eigenvalue. The proportionality constant \( N \) is found by recognizing that summing these numbers of degrees of freedom should give 

\[
(I-A)(J-A),
\]

the total number of degrees of freedom for the secondary PCs, so

\[
N = \frac{(I-A)(J-A)}{\sum_{a=A+1}^{J} (I-a+1)(J-a+1)}
\]

It follows that \( N \) can only be determined if \( A \) is known. Evidently, this is a problem in practice. However, in this paper simulations are used for the comparison of the different expressions for the degrees of freedom and, consequently, this problem does not exist.

The concept of reduced eigenvalues has proved to be useful for pseudorank estimation but it has much wider application. There are many expressions where an estimation of the magnitude of the secondary eigenvalues must be made in order to obtain a final result in closed form. The parametrization of Malinowski could be used without modification by the factor \( N \) in instances where the ratio of eigenvalues is important. An example of this kind is the expression for the rate of convergence of the non-linear iterative partial least squares (NIPALS) algorithm [35]. The NIPALS algorithm is a popular method for the calculation of a preselected number of PCs. Usually this preselected number is relatively small and the rate of convergence is a property of interest if the NIPALS algorithm has to be compared with another method with respect to the number of floating point operations to be expected.

2.7. F-test based on Malinowski’s reduced eigenvalues

Malinowski [10,11] noticed that the reduced eigenvalues can be compared in an F-test because the associated eigenvectors are independent. It was found that the 5% level tends to underestimate, whereas the 10% level tends to overestimate the number of primary PCs. In another paper the number of degrees of freedom that can be used for this F-test is discussed [5].

2.8. Mandel’s ‘reduced eigenvalues’

It is interesting to note that Mandel [17] constructed ‘reduced eigenvalues’ by dividing the experimental eigenvalues by the eigenvalues obtained for random matrices. As mentioned above, this procedure, although essentially correct, is afflicted with a fundamental problem. The random matrices should have the same number of degrees of freedom as the test data matrix but the number of degrees of freedom depends on the true dimension of the test data matrix, which is just the parameter we want to determine. This calls for an iterative approach that comes down to a modification of parallel analysis (see below). It is worth mentioning that Mandel [17] also considered the use of an F-test. However the behavior of his ‘reduced eigenvalues’ was found to leave little doubt about the essential dimension in most practical applications.

2.9. Modification of parallel analysis

Mandel’s ‘reduced eigenvalues’ have a sound theoretical basis but they should only be trusted if they are obtained from reference matrices with the same number of degrees of freedom. Thus a correct procedure for pseudorank estimation seems to be as follows. Given the \( I \times J \) test data matrix one should generate reference matrices of size \( (I-a) \times (J-a) \) where \( a \) takes all values that are compatible with the experiment. In order to reduce the amount of work, one could use an initial guess from another method. It is e.g. well known that the indicator function [33] often exhibits a minimum that is shallow and one could take as initial guess all dimensions that can hardly be distinguished from this minimum. A good initial guess may also be obtained from the original procedure of Mandel, i.e. examine the ‘reduced eigenvalues’ obtained from random matrices with the same size. Next, \( A \) is taken to be the value of \( a \) for which the eigenvalues obtained from the reference matrices yield the best match with the smallest \( J-a \) eigenvalues of the test data matrix.
Additional support for the final choice may be obtained from the observation that Eqs. (7) and (8) yield two independent estimates for the standard deviation of the measurement error. It is seen that the estimate provided by Eq. (7) is based entirely on the test data while Eq. (8) uses external information, since the degrees of freedom \( v_p \) are the average eigenvalues of random matrices. It seems therefore appropriate to base the final choice on consistency between the two estimates. It should, however, always be kept in mind that Eq. (7) gives estimates that are biased low. This will especially constitute a problem in the most interesting case, i.e. the situation where the signal-to-noise ratio is small.

3. Experimental

Random matrices are simulated in order to test the conjectures about the various influences on the value of the secondary eigenvalues of a test data matrix. The outcome of these simulations can, however, also be used to derive confidence levels for the primary PCs of a test data matrix as illustrated by the resampling method of Liang et al. [7]. Furthermore, we analyze one data matrix taken from the literature that is characterized by a large loss of degrees of freedom. This data matrix should therefore be ideally suited for demonstrating the consequences of using the eigenvalues of a random matrix with the same size instead of the same number of degrees of freedom for pseudorank estimation.

3.1. Random matrices

The divergence coefficient \( d \) is varied over a range of 1 to 10 by varying the number of rows \( I \) from 10 to 100 while keeping the number of columns \( J \) fixed to 10. The influence of the matrix size is investigated by constructing 20\( \times \)10, 20\( \times \)20, 40\( \times \)20 and 40\( \times \)40 matrices. Experimental noise is simulated according to the normal, the uniform and the random sign distribution. These distributions are expected to cover a large number of experimental distributions because some fundamental properties are varied. The normal and the uniform distribution are continuous while the random sign distribution is not. Furthermore, the normal distribution has an infinite range in contrast to the other two. All distributions have in common that they are symmetric around the mean, i.e. they all can be appropriately described with one standard deviation \( \sigma_M \). \( \sigma_M \) will be 1 for all simulations. This means that the uniform distribution has a range of \( \sqrt{3} \approx 1.732 \). The elements of a matrix generated according to the random sign distribution are restricted to have the values -1 and +1. Expected values for the eigenvalues and their standard error are estimated by the average obtained for Monte Carlo samples composed of 10 000 matrices. It should be noted that in most cases the standard error in the eigenvalues of a single matrix is reported. The standard error in the average eigenvalue of 10 000 matrices is a factor 100 smaller.

3.2. Literature data matrix

The data matrix taken from the literature consists of simulated mass spectra [36]. The size of the matrix is 20\( \times \)10 and it corresponds exactly to the size of the random matrices used to sample the eigenvalue distribution for \( d = 2 \). The true dimension of this data set is known to be 5, i.e. one has 200 data points and 125 parameters to be estimated by PCA. The 'measurement noise' is introduced by rounding the errorless data points to the nearest integer. As a result one would expect the noise to be uniformly distributed with range 0.5 and standard deviation \( \sigma_M = 1/6\sqrt{3} \approx 0.289 \). However, the residuals left after extracting five PCs lead to an estimated value \( \hat{\sigma}_M = 0.588 \). (This value is obtained by dividing the total sum of squares of the residuals by \( (I-A)(J-A) = 75 \) according to Eq. (7).) We have no explanation for the discrepancy between expected and estimated standard deviation but it is assumed to be of minor importance for the purpose of this research.

4. Results and discussion

In this section the systematic deviation from ideal behavior is always compared to the standard errors in the eigenvalues. Since these standard errors are inevitable in practice, the necessary playground is provided where asymptotic results may be assumed to be true. It should be evident that the discussion becomes academic if e.g. the effect of using the wrong dimension
for the reference matrix is small compared to the standard error in the eigenvalues resulting from noise.  

4.1. Random matrices

The key assumption investigated in this study is that the secondary eigenvalues of the test data matrix can be approximated by the eigenvalues of an appropriately sized random matrix. At this point the influence of the distribution of the noise is not important because it can be assumed to be adequately simulated. A more disturbing factor is the systematic variation in the data because it is different for each test data matrix. Thus from the point of view of this research it is more justified to consider the stochastic contribution to the total signal, i.e. the measurement noise, as 'systematic' because the expected value of this contribution is (approximately) the same for each test data matrix.

Influence of the systematic variation in the data (signal-to-noise ratio) on the distribution of the secondary eigenvalues and the consequences for the validity of theoretical expressions for the primary eigenvalues

First, the influence of the systematic variation in the data on the expected value of the secondary eigenvalues is investigated. Furthermore attention will be paid to the consequences for the predicted bias and standard error in the primary eigenvalues. This is achieved by constructing a simple one-component system. To the elements of a 20 X 10 random matrix we add a constant systematic contribution.

The results of PCA are given in Table 1. In the first column the size of the elements of the error-less data is given. Since $\sigma_M = 1$, this number in fact constitutes the signal-to-noise ratio, in the sequel denoted by $\rho$.

The second column lists the value for $\hat{\sigma}_M$ estimated from the residuals of the correct PC model according to Eq. (7). For $\rho = 0$ the estimate is based on a zero-dimensional model while for the other values of $\rho$, it is based on a one-dimensional model. The figure in parentheses denotes the standard error in the Monte Carlo sample average. It is seen that $\sigma_M$ is correctly reproduced for the random matrices ($\rho = 0$) while for the other levels of $\rho$ the input value ($\sigma_M = 1$) is systematically underestimated. As predicted by Goodman and Haberman [22] the residual variation approaches the limiting distribution with increasing signal-to-noise ratio. In practice one should compare this 'bias' to the precision to which these numbers can be obtained for a single test data matrix. The standard errors for one matrix are larger than the standard errors for the sample average by a factor 100 and it is easily verified that for this specific example the improvement going from $\rho = 0.5$ to $\rho = 1$ is negligible, i.e. the estimated standard deviation $\hat{\sigma}_M$ may be considered to be constant. (It is worth mentioning that the real error function underestimates $\sigma_M$ by a factor $\sqrt{19/20} \approx 0.975$.)

The third column gives the first eigenvalue obtained from PCA. In the absence of noise it should be equal to the total systematic variation in the data. Thus in the absence of noise one would expect to find $\lambda_1 = 0, 50, 200, 800$ and 1800, respectively. It can be seen that for the data matrices containing systematic variation the eigenvalues are biased upwards. Goodman and Haberman [22] have derived a theoretical expression for the expected bias in the first eigenvalue of a data matrix that has been corrected for row, column and grand average. It will be shown in a future publication that

\begin{table}[h]
\centering
\begin{tabular}{cccc}
$\rho$ & $\hat{\sigma}_M$ & $\lambda_1$ & $\lambda_2$ & $\lambda_3$
\hline
0.0 & 1.0005(5) & 49.2(1) & 37.74(5) & 29.85(4)  
0.5 & 0.9863(5) & 82.9(2) & 43.97(7) & 33.26(5) 
1.0 & 0.9965(5) & 230.6(3) & 45.05(7) & 34.01(5) 
2.0 & 0.9976(5) & 829.7(6) & 45.24(7) & 34.14(5) 
3.0 & 0.9984(5) & 1828.3(9) & 45.27(7) & 34.07(5) 
\end{tabular}
\caption{Eigenvalues of a 20 X 10 matrix with constant elements $\rho$ and normally distributed noise added. The figure in parentheses denotes the standard error in the average (expressed in units of the last reported digit)}
\end{table}

\footnote{It is clear that this point defines the detection limit for this data matrix. For univariate calibration the detection limit is usually defined as the concentration of the analyte for which the signal-to-noise ratio is three. The results obtained in this study for second-order data show that extension of this definition to higher-order data is not so straightforward as implied by Wang et al. [1]. It should be noted that our (limited) results are confirmed by similar results obtained by Stewart [37] for an index which is inversely proportional to Lorber’s multivariate signal-to-noise ratio [38].}
without this data preprocessing the bias in the first eigenvalue is given by

\[ b_\lambda = \lambda - \lambda_{true} = (I + J - 1) \sigma_M^2 \]  

(12)

According to Goodman and Haberman the adequacy of this prediction depends on the value \( \sigma_M/\theta_1 \). Thus the predicted bias is independent of the eigenvalue itself and in this specific example equal to 29. The error in the predicted bias \((=29 - 32.9 = -3.9)\) is much smaller than the standard error \((=20)\) for \(\rho = 0.5\), i.e. the prediction is already useful. Furthermore, the predicted value is seen to be approached from above. Again, the improvement going from \(\rho = 0.5\) to \(\rho = 1\) should be compared to the expected experimental precision of the eigenvalues for a single test matrix. Consequently the same conclusion is arrived at as for the estimated \(\sigma_M^2\); the signal-to-noise ratio should be approximately 0.5 before the asymptotic limit is virtually reached. For \(\rho = 0.5\), the level for which the approximation starts to work well, one finds \(\sigma_M/\theta_1 = 0.11\), which is a reasonable value since 0.11 < 1. Although this quantity is important for estimating the size of approximation errors we think that it is more convenient for the analytical chemist to express the level for which the theory predicts well in terms of the signal-to-noise ratio.

The fourth and fifth column list the second and third eigenvalue respectively. It can be seen that these eigenvalues also start to approach their limiting values for \(\rho = 0.5\). (The limit is approached even faster for the higher-numbered eigenvalues not shown here.) A note can be made about the general pattern that is displayed by the eigenvalues. Golub [39] has derived a formula for the updated eigenvalues after a so-called rank-one modification of a matrix. This formula has led to the development of fast updating algorithms that have found their use in e.g. the cross-validation procedure of Eastment and Krzanowski [24]. According to Golub’s result the new eigenvalues interleave the old ones. Thus after adding systematic variation to the random elements, the second eigenvalue of the ‘updated’ matrix is bracketed by the first and second eigenvalue of the original random matrix, and so on. It immediately follows that the first secondary eigenvalue of the test data matrix will not equal the first eigenvalue of a random matrix of the same size. However, in practice only the following question is relevant: in how far is it justified to approximate the first secondary eigenvalue by the first eigenvalue of a random matrix with the same size instead of number of degrees of freedom?

From simulations (analogous to the ones previously described) the expectation of the first eigenvalue of a 19 × 9 random matrix is found to be 45.4. We note that in our example the difference between the ‘correct’ and the simple ‘substitute’ value (taken from Table 1) is \(49.2 - 45.4 = 3.8\). Again, this difference should be compared with the precision of the eigenvalue that is to be scrutinized for significance.

In Table 2 the standard errors in the first eigenvalue are displayed in more detail. In the second and third column we compare the predicted and Monte Carlo value. The theoretical prediction is based on the following expression [22,13]:

\[ \sigma_\lambda = 2\lambda^{1/2} \sigma_M \]  

(13)

In contrast to the predicted bias, the standard error depends on the size of the eigenvalue itself. From the relative error in the fourth column it is seen that also this prediction works well for \(\rho \geq 0.5\). (For \(\rho < 0.5\) the expression derived by a first-order approximation constitutes a gross overestimate.)

It is immediate that in this specific example the standard error in the eigenvalues obtained for a single matrix is much larger than the difference between the correct and the substitute estimate of the reference eigenvalue. Here, the simple substitution is certainly justified and pseudorank estimation by parallel analysis should work without the proposed modification. It should, however, be noted that for this example the loss of degrees of freedom is relatively small. The advantage of large intrinsic standard errors is not automatically copied to other situations. This example was primarily constructed in order to investigate the influence of the signal-to-noise ratio on the distribution of the secondary eigenvalues.

<table>
<thead>
<tr>
<th>(\rho)</th>
<th>Predicted</th>
<th>Monte Carlo</th>
<th>Relative error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>14.0</td>
<td>7.2</td>
<td>94</td>
</tr>
<tr>
<td>0.5</td>
<td>18.2</td>
<td>15.4</td>
<td>18</td>
</tr>
<tr>
<td>1.0</td>
<td>30.4</td>
<td>29.5</td>
<td>3.1</td>
</tr>
<tr>
<td>2.0</td>
<td>57.6</td>
<td>56.2</td>
<td>2.5</td>
</tr>
<tr>
<td>3.0</td>
<td>85.5</td>
<td>85.1</td>
<td>0.5</td>
</tr>
</tbody>
</table>
Influence of the divergence coefficient \( d \) of the matrix

From the preceding (lengthy) discussion it has become clear that down to a very small signal-to-noise ratio the secondary eigenvalues of a test matrix are virtually equal to reference values obtained from appropriately sized random matrices. Thus we have simulated random matrices and compiled the eigenvalues and their standard errors for random matrices for a wide range of \( d \) in Tables 3 and 4. The matrix elements are generated according to the normal distribution. These numbers can be conveniently used to evaluate functions of the eigenvalues and their standard error. (The tables given by Mandel [17] are restricted to the largest eigenvalues.) Of the few observations worth mentioning the presence of one very small and instable eigenvalue for the 10 X 10 matrix is particularly striking. Furthermore, the relative standard error is seen to decrease with increasing matrix size and increase with increasing PC number.

Number of degrees of freedom for a secondary principal component

Using the eigenvalues from Table 3 it is possible to investigate the different numbers of degrees of freedom proposed in the past for the individual secondary PCs. Fig. 2 shows the relevant numbers for a random matrix of varying size and divergence coefficient. The first two numbers, \( I \) and \( I+J-2a+1 \), are based on the numbers for the total residual variation, \( (I-J) \) and \( (I-A)(J-A) \). The other two numbers, \( N \times (I-a+1)(J-a+1) \) and \( \lambda\sigma^2 \), are related to Malinowski’s and Mandel’s reduced eigenvalues, respectively. The ‘reduced eigenvalues’ of Mandel are based on a sound statistical argument and can be seen as a canonical limit. The other three numbers should be interpreted as approximations. It is found that among the three approximations, Malinowski’s reduced eigenvalues generally perform best. For the 20 X 10, 20 X 20, 40 X 20 and 40 X 40 matrices the loss of degrees of freedom is underestimated for most PCs but there is a cross-over point after which the loss of degrees of freedom is overestimated (see Fig. 2a–d). For the 50 X 10 and 100 X 10 matrices the loss of degrees of freedom is overestimated for all PCs (see Fig. 2e,f). There is clearly a systematic deviation but the difference with the target values is usually much smaller than the difference with the competing values. Furthermore, a comparison of the plots for matrix size 20 X 10 and 20 X 20 (Fig. 2a,b) with the plots obtained after doubling the matrix size (Fig. 2c,d) shows that the agreement does not seem to improve by going to larger matrix sizes.

### Table 3

<table>
<thead>
<tr>
<th>Size</th>
<th>( PC_1 )</th>
<th>( PC_2 )</th>
<th>( PC_3 )</th>
<th>( PC_4 )</th>
<th>( PC_5 )</th>
<th>( PC_6 )</th>
<th>( PC_7 )</th>
<th>( PC_8 )</th>
<th>( PC_9 )</th>
<th>( PC_{10} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 X 10</td>
<td>32.14</td>
<td>22.47</td>
<td>16.18</td>
<td>11.47</td>
<td>7.83</td>
<td>5.06</td>
<td>2.94</td>
<td>1.45</td>
<td>0.50</td>
<td>0.07</td>
</tr>
<tr>
<td>11 X 10</td>
<td>33.86</td>
<td>24.07</td>
<td>17.62</td>
<td>12.78</td>
<td>8.97</td>
<td>5.97</td>
<td>3.68</td>
<td>1.99</td>
<td>0.84</td>
<td>0.20</td>
</tr>
<tr>
<td>12 X 10</td>
<td>35.66</td>
<td>25.66</td>
<td>19.00</td>
<td>13.96</td>
<td>10.05</td>
<td>6.90</td>
<td>4.42</td>
<td>2.57</td>
<td>1.22</td>
<td>0.37</td>
</tr>
<tr>
<td>13 X 10</td>
<td>37.48</td>
<td>27.31</td>
<td>20.51</td>
<td>15.27</td>
<td>11.17</td>
<td>7.87</td>
<td>5.22</td>
<td>3.16</td>
<td>1.63</td>
<td>0.58</td>
</tr>
<tr>
<td>14 X 10</td>
<td>39.28</td>
<td>28.86</td>
<td>21.89</td>
<td>16.53</td>
<td>12.21</td>
<td>8.75</td>
<td>5.96</td>
<td>3.76</td>
<td>2.06</td>
<td>0.84</td>
</tr>
<tr>
<td>15 X 10</td>
<td>41.02</td>
<td>30.39</td>
<td>23.24</td>
<td>17.72</td>
<td>13.32</td>
<td>9.70</td>
<td>6.77</td>
<td>4.38</td>
<td>2.52</td>
<td>1.10</td>
</tr>
<tr>
<td>16 X 10</td>
<td>42.67</td>
<td>31.91</td>
<td>24.57</td>
<td>18.98</td>
<td>14.39</td>
<td>10.61</td>
<td>7.55</td>
<td>5.02</td>
<td>2.99</td>
<td>1.41</td>
</tr>
<tr>
<td>17 X 10</td>
<td>44.26</td>
<td>33.37</td>
<td>25.88</td>
<td>20.12</td>
<td>15.42</td>
<td>11.54</td>
<td>8.34</td>
<td>5.68</td>
<td>3.50</td>
<td>1.72</td>
</tr>
<tr>
<td>18 X 10</td>
<td>46.11</td>
<td>34.93</td>
<td>27.24</td>
<td>21.37</td>
<td>16.51</td>
<td>12.53</td>
<td>9.17</td>
<td>6.33</td>
<td>4.01</td>
<td>2.07</td>
</tr>
<tr>
<td>19 X 10</td>
<td>47.68</td>
<td>36.33</td>
<td>28.62</td>
<td>22.55</td>
<td>17.56</td>
<td>13.42</td>
<td>9.91</td>
<td>6.97</td>
<td>4.51</td>
<td>2.41</td>
</tr>
<tr>
<td>20 X 10</td>
<td>49.22</td>
<td>37.74</td>
<td>29.85</td>
<td>23.71</td>
<td>18.64</td>
<td>14.38</td>
<td>10.77</td>
<td>7.72</td>
<td>5.09</td>
<td>2.82</td>
</tr>
<tr>
<td>30 X 10</td>
<td>64.62</td>
<td>51.73</td>
<td>42.69</td>
<td>35.40</td>
<td>29.24</td>
<td>23.89</td>
<td>19.19</td>
<td>14.96</td>
<td>11.09</td>
<td>7.37</td>
</tr>
<tr>
<td>40 X 10</td>
<td>79.27</td>
<td>65.01</td>
<td>54.99</td>
<td>46.77</td>
<td>39.65</td>
<td>33.43</td>
<td>27.81</td>
<td>22.65</td>
<td>17.74</td>
<td>12.81</td>
</tr>
<tr>
<td>50 X 10</td>
<td>93.25</td>
<td>78.12</td>
<td>67.06</td>
<td>58.03</td>
<td>50.11</td>
<td>43.00</td>
<td>36.60</td>
<td>30.57</td>
<td>24.80</td>
<td>18.77</td>
</tr>
<tr>
<td>60 X 10</td>
<td>106.8</td>
<td>90.47</td>
<td>78.70</td>
<td>68.90</td>
<td>60.38</td>
<td>52.60</td>
<td>45.46</td>
<td>38.77</td>
<td>32.16</td>
<td>25.16</td>
</tr>
<tr>
<td>70 X 10</td>
<td>120.3</td>
<td>103.1</td>
<td>90.64</td>
<td>80.09</td>
<td>70.86</td>
<td>62.41</td>
<td>54.67</td>
<td>47.18</td>
<td>39.77</td>
<td>31.85</td>
</tr>
<tr>
<td>80 X 10</td>
<td>133.1</td>
<td>115.1</td>
<td>101.9</td>
<td>90.82</td>
<td>81.00</td>
<td>71.98</td>
<td>63.59</td>
<td>55.51</td>
<td>47.46</td>
<td>38.67</td>
</tr>
<tr>
<td>90 X 10</td>
<td>146.3</td>
<td>127.3</td>
<td>113.4</td>
<td>101.7</td>
<td>91.31</td>
<td>81.76</td>
<td>72.74</td>
<td>64.10</td>
<td>55.42</td>
<td>45.82</td>
</tr>
<tr>
<td>100 X 10</td>
<td>159.9</td>
<td>139.2</td>
<td>124.8</td>
<td>112.6</td>
<td>101.5</td>
<td>91.48</td>
<td>81.95</td>
<td>72.81</td>
<td>63.49</td>
<td>53.11</td>
</tr>
</tbody>
</table>
Fig. 2. Number of degrees of freedom left after extracting a PC for (a) 20 × 10, (b) 20 × 20, (c) 40 × 20, (d) 40 × 40, (e) 50 × 10 and (f) 100 × 10 matrix. The number of degrees of freedom for the ath PC is estimated by $I (\bullet), I + J - 2a + 1 (\blacksquare), N(I-a+1)(J-a+1) (\bigcirc)$ and $\lambda_a/\sigma_a^2 (\square)$. 
It is emphasized that for some important applications, e.g. cross-validation, the relevant quantity is a ratio where a number of degrees of freedom is substituted in the numerator as well as in the denominator. As a result errors of any kind will tend to cancel out in the final result and therefore the accuracy of the inserted number is not necessarily critical. (Application of Malinowski’s reduced eigenvalues to cross-validation has not yet been reported to the authors’ knowledge.)

Influence of the distribution of the noise

The influence of the distribution of the noise is shown in Figs. 3 and 4. In Figs. 3 and 4 the logarithm of the eigenvalues and Malinowski’s reduced eigenvalues are plotted for matrices with normal, uniform and random sign distribution. The matrix sizes are equal to the ones just discussed. It is seen that the differences due to a different distribution are small, especially for the large matrices.

The logarithm of the eigenvalues is found to be on a straight line for the low-numbered PCs. A downward deviation for the high-numbered PCs occurs in all cases, although for the matrices with largest divergence coefficient (see Fig. 3e,f) the deviation is relatively small. It follows that Farmer’s result [8] (downward deviation is due to intercorrelations within the data) is not confirmed by these simulations. However, since the log-eigenvalue diagram is exclusively used to extrapolate towards the low-numbered PCs, this part of the plot is not particularly interesting anyway. Thus the log-eigenvalue diagram seems to provide a valid pseudorank estimation method over the range of matrix sizes considered in Fig. 3 if the number of primary PCs is not too large.

The reduced eigenvalues displayed in Fig. 4 show very different patterns. In all cases we find a systematic deviation from the ideal behavior. For \( d = 1 \) the low-numbered PCs have reduced eigenvalues that are too high whereas the high-numbered PCs are characterized by reduced eigenvalues that are too low (see Fig. 4b,d). In the worst case the reduced eigenvalues differ by a factor of five. The situation is rather different for the other cases where the low-numbered PCs have reduced eigenvalues that are rather constant while the reduced eigenvalues for the high-numbered PCs are too high.

Different behavior is to be expected from the varying shapes of the distribution functions displayed in Fig. 1.
Fig. 3. Logarithm of eigenvalues for (a) $20 \times 10$, (b) $20 \times 20$, (c) $40 \times 20$, (d) $40 \times 40$, (e) $50 \times 10$ and (f) $100 \times 10$ random matrix with normal ($\square$), uniform ($\bigcirc$) and random sign ($\times$) distribution.
Fig. 3 (continued).

(see Fig. 4a,c,e,f). It should, however, be noted that from a numerical point of view even the worst case displayed here may be very acceptable, i.e. one might still obtain useful results after introducing Malinowski's reduced eigenvalues in theoretical equations. Furthermore, contrary to the results reported by Malinowski the same behavior is observed for random matrices generated according to the uniform and normal distribution. This finding extends the applicability of Malinowski's parametrization.

Using the standard errors from Table 4 it is possible to quantify the preceding statements obtained from plots. Thus it is easily verified that within the associated standard error the logarithm of the eigenvalues is lying on a straight line for a substantial part of the plot (we have not plotted the corresponding error bars because it does not improve the visibility). The situation is more complicated for Malinowski's reduced eigenvalues.

Table 5 gives the difference of the individual reduced eigenvalues with respect to the average reduced eigenvalue in units of the standard error of the particular reduced eigenvalue. Deviations from the 'ideal' behavior are easily tolerated if they are much smaller than the standard error. In that case one would not notice the difference in practice. The relative deviations tend to be large for the low-numbered PCs, since the standard error in the eigenvalue is relatively small then. This is an unfavorable situation since it concerns the interesting region. The results in Table 5 clearly show the range of $d$ where Malinowski's reduced eigenvalues will provide a valid pseudorank estimation method. It is immediate that the deviations are too large for $d \geq 3$. Furthermore, it turns out that $20 \times 10$ is the only matrix size in this investigation that gives a systematic deviation smaller than the standard error for all PCs. From these results it seems dangerous to use the reduced eigenvalues (and an associated $F$-test) as a pseudorank estimation method for a particular matrix size without performing simulations in the direct neighborhood. At the same time these results show that it is likely that many other matrix sizes can indeed be found that follow the desired pattern.

4.2. Literature data matrix

From the results of the simulations it has become clear that the size of the literature data matrix ($20 \times 10$)
Fig. 4. Reduced eigenvalues for (a) 20x10, (b) 20x20, (c) 40x20, (d) 40x40, (e) 50x10 and (f) 100x10 random matrix with normal (□), uniform (○) and random sign (×) distribution.
Fig. 4 (continued).

Table 4
Standard errors in the eigenvalues of a random matrix with normally distributed elements

<table>
<thead>
<tr>
<th>Size</th>
<th>PC1</th>
<th>PC2</th>
<th>PC3</th>
<th>PC4</th>
<th>PC5</th>
<th>PC6</th>
<th>PC7</th>
<th>PC8</th>
<th>PC9</th>
<th>PC10</th>
</tr>
</thead>
<tbody>
<tr>
<td>10×10</td>
<td>6.144.11</td>
<td>3.12</td>
<td>2.44</td>
<td>1.86</td>
<td>1.43</td>
<td>1.02</td>
<td>0.68</td>
<td>0.35</td>
<td>0.11</td>
<td></td>
</tr>
<tr>
<td>11×10</td>
<td>6.224.23</td>
<td>3.19</td>
<td>2.53</td>
<td>2.00</td>
<td>1.54</td>
<td>1.16</td>
<td>0.79</td>
<td>0.47</td>
<td>0.20</td>
<td></td>
</tr>
<tr>
<td>12×10</td>
<td>6.404.34</td>
<td>3.30</td>
<td>2.63</td>
<td>2.10</td>
<td>1.66</td>
<td>1.26</td>
<td>0.90</td>
<td>0.59</td>
<td>0.30</td>
<td></td>
</tr>
<tr>
<td>13×10</td>
<td>6.534.48</td>
<td>3.44</td>
<td>2.72</td>
<td>2.20</td>
<td>1.76</td>
<td>1.38</td>
<td>1.01</td>
<td>0.70</td>
<td>0.39</td>
<td></td>
</tr>
<tr>
<td>14×10</td>
<td>6.564.55</td>
<td>3.52</td>
<td>2.85</td>
<td>2.33</td>
<td>1.88</td>
<td>1.47</td>
<td>1.12</td>
<td>0.80</td>
<td>0.49</td>
<td></td>
</tr>
<tr>
<td>15×10</td>
<td>6.904.66</td>
<td>3.70</td>
<td>2.98</td>
<td>2.44</td>
<td>1.98</td>
<td>1.58</td>
<td>1.22</td>
<td>0.90</td>
<td>0.59</td>
<td></td>
</tr>
<tr>
<td>16×10</td>
<td>6.884.71</td>
<td>3.76</td>
<td>3.07</td>
<td>2.52</td>
<td>2.03</td>
<td>1.66</td>
<td>1.31</td>
<td>0.99</td>
<td>0.67</td>
<td></td>
</tr>
<tr>
<td>17×10</td>
<td>6.834.82</td>
<td>3.81</td>
<td>3.11</td>
<td>2.58</td>
<td>2.14</td>
<td>1.74</td>
<td>1.41</td>
<td>1.09</td>
<td>0.77</td>
<td></td>
</tr>
<tr>
<td>18×10</td>
<td>7.104.94</td>
<td>3.90</td>
<td>3.18</td>
<td>2.67</td>
<td>2.23</td>
<td>1.84</td>
<td>1.50</td>
<td>1.18</td>
<td>0.86</td>
<td></td>
</tr>
<tr>
<td>19×10</td>
<td>7.115.00</td>
<td>3.99</td>
<td>3.32</td>
<td>2.76</td>
<td>2.30</td>
<td>1.91</td>
<td>1.56</td>
<td>1.26</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td>20×10</td>
<td>7.175.10</td>
<td>4.07</td>
<td>3.33</td>
<td>2.82</td>
<td>2.38</td>
<td>1.99</td>
<td>1.66</td>
<td>1.35</td>
<td>1.05</td>
<td></td>
</tr>
<tr>
<td>30×10</td>
<td>8.085.88</td>
<td>4.79</td>
<td>4.08</td>
<td>3.50</td>
<td>3.05</td>
<td>2.71</td>
<td>2.36</td>
<td>2.08</td>
<td>1.85</td>
<td></td>
</tr>
<tr>
<td>40×10</td>
<td>9.016.51</td>
<td>5.43</td>
<td>4.65</td>
<td>4.10</td>
<td>3.69</td>
<td>3.29</td>
<td>2.98</td>
<td>2.71</td>
<td>2.57</td>
<td></td>
</tr>
<tr>
<td>50×10</td>
<td>9.507.14</td>
<td>5.92</td>
<td>5.17</td>
<td>4.60</td>
<td>4.13</td>
<td>3.81</td>
<td>3.48</td>
<td>3.26</td>
<td>3.19</td>
<td></td>
</tr>
<tr>
<td>60×10</td>
<td>10.27.50</td>
<td>6.32</td>
<td>5.53</td>
<td>5.02</td>
<td>4.57</td>
<td>4.23</td>
<td>3.94</td>
<td>3.70</td>
<td>3.77</td>
<td></td>
</tr>
<tr>
<td>70×10</td>
<td>10.58.05</td>
<td>6.81</td>
<td>6.01</td>
<td>5.41</td>
<td>4.93</td>
<td>4.62</td>
<td>4.41</td>
<td>4.25</td>
<td>4.31</td>
<td></td>
</tr>
<tr>
<td>80×10</td>
<td>11.08.29</td>
<td>7.12</td>
<td>6.24</td>
<td>5.80</td>
<td>5.41</td>
<td>4.99</td>
<td>4.74</td>
<td>4.63</td>
<td>4.77</td>
<td></td>
</tr>
<tr>
<td>90×10</td>
<td>11.78.79</td>
<td>7.54</td>
<td>6.80</td>
<td>6.17</td>
<td>5.68</td>
<td>5.34</td>
<td>5.18</td>
<td>5.04</td>
<td>5.30</td>
<td></td>
</tr>
<tr>
<td>100×10</td>
<td>11.99.13</td>
<td>7.93</td>
<td>7.09</td>
<td>6.42</td>
<td>6.14</td>
<td>5.72</td>
<td>5.53</td>
<td>5.38</td>
<td>5.68</td>
<td></td>
</tr>
</tbody>
</table>

makes it particularly suited for the analysis with both functions of the eigenvalues previously considered, i.e. the logarithm of the eigenvalues and the reduced eigenvalues.

Functions of the eigenvalues

The results of PCA for the literature data matrix are given in Table 6. The first column lists the number of the PC under consideration. The large jump in the eigenvalues in the second column clearly points in the direction of a five-dimensional PC model. According to Eq. (13) the estimated standard error for the last primary PC is \( \sigma_\lambda = 2 \times \sqrt{2422 \times 0.588} = 57.9 \). This number should be compared to the gap with the first secondary eigenvalue. Thus the extreme significance of this model is established.

The log-eigenvalue diagram is shown in Fig. 5. It is important to note that the choice of a five-dimensional model from the log-eigenvalue diagram cannot be based on a straight part in the plot since there are too many primary PCs. Instead, this conclusion should now
be based on a jump in the logarithms which is extraordinar-
ily large for this specific data matrix. However, in absence
of a jump a justified extrapolation will not be possible
and the fact that success or failure merely depends on the
number of primary PCs is certainly a weakness of the
log-eigenvalue diagram.

The next two columns in Table 6 give the reduced
eigenvalues calculated according to Malinowski [9].

Table 6
Eigenvalues and reduced eigenvalues for literature data matrix

<table>
<thead>
<tr>
<th>PC</th>
<th>EV</th>
<th>REV</th>
<th>REV</th>
<th>REV</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.562 \times 10^9</td>
<td>1.281 \times 10^9</td>
<td>5.199 \times 10^9</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>2.119 \times 10^4</td>
<td>1.239 \times 10^4</td>
<td>5.606 \times 10^4</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>1.767 \times 10^4</td>
<td>1.227 \times 10^4</td>
<td>5.920 \times 10^4</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>1.023 \times 10^4</td>
<td>5.384 \times 10^4</td>
<td>5.480 \times 10^4</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>2.242 \times 10^5</td>
<td>5.232 \times 10^5</td>
<td>1.298 \times 10^5</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>9.999</td>
<td>0.133</td>
<td>0.694</td>
<td>0.343</td>
</tr>
<tr>
<td>7</td>
<td>5.866</td>
<td>0.105</td>
<td>0.544</td>
<td>0.300</td>
</tr>
<tr>
<td>8</td>
<td>5.169</td>
<td>0.133</td>
<td>0.676</td>
<td>0.393</td>
</tr>
<tr>
<td>9</td>
<td>3.575</td>
<td>0.149</td>
<td>0.705</td>
<td>0.425</td>
</tr>
<tr>
<td>10</td>
<td>1.330</td>
<td>0.121</td>
<td>0.472</td>
<td>0.292</td>
</tr>
</tbody>
</table>

* Calculated according to Malinowski [9].

and Mandel [17], respectively. The pattern in Malinowski’s reduced eigenvalues is also characterized by a large jump. Moreover, there is no visible trend for the last five PCs. The same goes for Mandel’s ‘reduced eigenvalues’ calculated from the eigenvalues of 20 \times 10 random matrices. The five-dimensional model is easily discerned and it seems that parallel analysis works satisfactorily without modification. However, close examination shows that there is a problem. Pooling the ‘reduced eigenvalues’ should provide an efficient estimate of \sigma_a, according to Eq. (8). The value found is \delta_M = 0.786. This value is not close to the value estimated from the residuals using Eq. (7), i.e. \delta_M = 0.588. Thus the behavior of Mandel’s ‘reduced eigenvalues’ is partly misleading in this case. (Other examples show that constant ‘reduced eigenvalues’ cannot be expected in general if the size of the reference matrix is not correct.) It is, however, clear that an excellent initial guess is supplied by the results in the last two columns for the appropriate size of the reference matrix, i.e. (20 \times 5) \times (10 \times 5). The ‘reduced eigenvalues’ calculated from the eigenvalues of 15 \times 5 random matrices are also perfectly constant but now the pooled ‘reduced eigenvalues’ yield the estimate \delta_M = 0.592 which is very close to the correct value.
calculated from Eq. (7), i.e. $\delta_M = 0.588$. This lends credit to the followed approach. The only disadvantage connected to the method seems to be the trial-and-error character. Malinowski’s reduced eigenvalues do not have this disadvantage but their applicability should be properly evaluated for the relevant matrix sizes.

Finally, it is emphasized that the example worked out here is selected in order to demonstrate the use of the modification rather than to put the method to the test. (In general the initial and final choice are not necessarily the same.) Work is currently in progress to evaluate the performance of the method on literature data that is generally accepted to be difficult.

**Distribution of the residuals**

In the preceding part it was assumed that the eigenvalues of random matrices with normally distributed elements could be used for the parallel analysis. It is therefore interesting to examine the distribution of the residuals of PCA. The distribution of the residuals of the five-dimensional PC model is shown in Fig. 6. It can be seen that the distribution is very close to the normal distribution with the same mean and standard deviation although the input round-off errors should be uniformly distributed. The tendency of the residuals to be more normally distributed then the original noise has been observed for other data as well. A ‘theoretical’ explanation could be as follows. Each principal axis is constructed with an error distributed according to some distribution. The size of the residuals, however, depends on the errors in all principal axes included in the model. Then according to the central limit theorem

![Fig. 5. Logarithm of eigenvalues for literature data matrix.](image1)

![Fig. 6. Distribution of residuals after extracting five PCs for literature data matrix. The dots represent normalized frequency counts based on a binsize of 0.2. The normal distribution function with the same mean and standard deviation is drawn as guide to the eye.](image2)
the distribution of the residuals should converge to a normal distribution if enough PCs are extracted. (Note that this example has been selected because of the relatively large number of primary PCs.) This result should increase the value of Tables 3 and 4 and, perhaps more importantly, the applicability of certain significance tests that specifically demand normally distributed residuals, e.g. the $\chi^2$ test and the number of 3r misfits [40].

5. Conclusions

In the past, several pseudorank estimation methods have been proposed that are based on the similarity between the secondary eigenvalues of the test data matrix and the eigenvalues obtained from random matrices. These methods are commonly denoted as parallel analysis. In this study theoretical considerations have lead to a number of aspects that are expected to influence the applicability of such methods. The aspects thoroughly evaluated are the systematic contribution to the data, the divergence coefficient of the matrix and the distribution of the noise. The effect of possible approximations is always compared to the inherent variability of the eigenvalues, i.e. the standard error.

In this way the results of Monte Carlo simulations have shown that the size of the secondary eigenvalues depends only little on the value of the primary eigenvalues (systematic contribution) down to a very low signal-to-noise ratio ($=0.5-1.0$). Thus the secondary eigenvalues of a test data matrix can very well be approximated by the eigenvalues of an appropriately sized random matrix. As a useful byproduct of the current investigation it was found that theoretical predictions for the influence of the measurement errors on the primary eigenvalues start to work well for the same critical signal-to-noise ratio.

In the same way it is shown that the influence of the distribution of the noise becomes negligible if the data matrix is large enough. Differences between the eigenvalues that can be attributed to the distribution used (we have considered the normal, uniform and random sign distribution) are not significant with respect to the standard error in the eigenvalues for matrices as small as $20 \times 10$.

Thus if the data matrix is large enough, the distribution of the eigenvalues primarily depends on the divergence coefficient $d$. For square matrices ($d=1$) this distribution is characterized by a relatively large probability of finding a very small eigenvalue. For 'skinny' matrices ($d \gg 1$) the distribution approaches a spike, indicating that chance correlations vanish (the cross-product matrix becomes diagonal). Thus different values of $d$ may lead to a completely different behavior for functions of the eigenvalues.

This has been illustrated for the logarithm of the eigenvalues and Malinowski's reduced eigenvalues. The logarithm of the eigenvalues is seen to yield a straight line for the low-numbered PCs. The logarithm of the eigenvalues for the high-numbered PCs may show a downward deviation. Since the use of the log-eigenvalue diagram is based on extrapolation towards the low-numbered PCs, it directly depends on the number of primary PCs which is an unfavorable situation. It is shown that, depending on the value of $d$, Malinowski's reduced eigenvalues are constant within the associated standard error. Thus they may be used for pseudorank estimation if the relevant matrix sizes have been properly investigated. The limited simulations described in this paper indicate that Malinowski's reduced eigenvalues will not work if $d \geq 3$.

A modification of parallel analysis is proposed that comes down to a trial-and-error procedure. The final estimate of the pseudorank is based on a consistent estimate of the variance of the measurement noise according to Eqs. (7) and (8). The procedure is inspired by the early result of Mandel [17] that ideally, one should simulate random matrices with the same number of degrees of freedom as the test data matrix in order to obtain the desired reference eigenvalues. It is emphasized that depending on the loss of degrees of freedom good results may still be expected if the reference eigenvalues are obtained from random matrices with the same size. In fact, simulating random matrices with the same size is useful in order to obtain an initial guess for the optimal size of the reference matrix.

Finally, numerical results show that the residual variance tends to become normally distributed if 'enough' PCs are extracted, independent of the distribution of the measurement error. As a consequence (parametric) methods that assume normally distributed residuals should have a wider range of applicability than previously assumed. This result is important for the applicability of the currently advertized method as well, since the choice of generating random matrices from
the normal distribution can now be motivated. The method may therefore especially hold a promise for the analysis of so-called high-rank data. It is emphasized that estimating the pseudorank for this kind of data constitutes a difficult problem in practice [41].
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